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ABSTRACT

Finding clusters in data is a challenging problem especially when the clusters are being of widely varied shapes, sizes, and densities. Herein a new scalable clustering technique which addresses all these issues is proposed. In data mining, the purpose of data clustering is to identify useful patterns in the underlying dataset. Within the last several years, many clustering algorithms have been proposed in this area of research. Among all these proposed methods, density clustering methods are the most important due to their high ability to detect arbitrary shaped clusters. Moreover these methods often show good noise-handling capabilities, where clusters are defined as regions of typical densities separated by low or no density regions. In this paper, we aim at enhancing the well-known algorithm DBSCAN, to make it scalable and able to discover clusters from uneven datasets in which clusters are regions of homogenous densities. We achieved the scalability of the proposed algorithm by using the k-means algorithm to get initial partition of the dataset, applying the enhanced DBSCAN on each partition, and then using a merging process to get the actual natural number of clusters in the underlying dataset. This means the proposed algorithm consists of three stages. Experimental results using synthetic datasets show that the proposed clustering algorithm is faster and more scalable than the enhanced DBSCAN counterpart.
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1. Introduction

Over the past several years, even though the computing power has increased exponentially, hard-drive capacity has increased at an order of magnitude greater than that of processor power. Thus the capability to store data has greatly outpaced the capability to process it. As a result, large volumes of data have been generated. The result of this unceasing data collection is that organizations have become data-rich and knowledge-poor [1]. The main purpose of data mining is to extract knowledge from the data at hand, in other words data mining is the process of extracting hidden and interesting patterns from huge datasets.

Data clustering is one of the promising techniques of data mining, which groups a set of objects into classes or clusters such that objects within a cluster have high similarity in comparison to one another, but they are dissimilar to objects in other clusters. Data clustering algorithms can be classified into four categories: (1) partitioning, (2) hierarchical, (3) density-based and (4) grid-based. However, some algorithms may fall into more than one category. By clustering one can identify dense and sparse regions and, therefore, discover overall distribution patterns. Finding clusters in data is challenging when the clusters are being of widely differing sizes, shapes and densities and when the data contains noise and outliers. Although many algorithms exist for finding clusters of different sizes and shapes, there are few algorithms that can detect clusters of different densities.

Basic density based clustering techniques such as DBSCAN [2] and DENCLUE [3] treat clusters as regions of high typical densities separated by regions of no or low densities. So they are able to suitably handle clusters of different sizes and shapes besides effectively separate noise and outliers. But they may fail to identify clusters with varying densities unless the clusters are totally separated by sparse regions. There are some algorithms which handle clusters of different densities, like OPTICS [4] but it does not produce explicit clusters. Traditional
DBSCAN algorithm sometimes has trouble with clusters of varying densities. An enhanced DBSCAN algorithm has been developed to discover varied density clusters from uneven datasets [5]. The disadvantage of this algorithm is its high computational complexity and it does not scale well with the size of huge datasets. It requires $O(n \log n)$ where $n$ is the size of the input dataset. Its main advantages are discovering varied density clusters and requiring only one input parameter; (maxpts) which determines a suitable value for $Eps$ in DBSCAN for each cluster based on the local density. So it is very important to exploit these to two golden advantages and improve the scalability of this algorithm. The original DBSCAN algorithm has been merged with $k$-means algorithm in KIDBSCAN [6], and DBSK [7], and with CLARANS algorithm in [8].

This paper proposes an algorithm that merges among partitioning, density, and hierarchical based methods. It is based on ideas extracted from $k$-means [9], enhanced DBSCAN [5], and CURE [10]. The enhanced DBSCAN selects a suitable value for its parameter $Eps$ in each cluster, based up on the local density of the starting point in each cluster, and adopts the traditional DBSCAN for each value of $Eps$. The idea of the enhanced DBSCAN algorithm depends on discovering the highest density clusters at first, and then the $Eps$ is adapted to discover next low density clusters with ignoring the previously clustered points. For more details, one can refer to [5].

The proposed algorithm improves the scalability of the EDBSCAN algorithm via partitioning the dataset in order to reduce the search space of the neighborhoods. Instead of examining the whole dataset, the EDBSCAN searches only in the objects within each partition. Merging stage is needed to get the final natural number of clusters in the underlying dataset.

The rest of this paper is organized as follows; some related works are reviewed in Section 2. Section 3 presents the proposed algorithm and describes in details the three stages of it, and analyzes its time complexity. Section 4 presents some experimental results on different datasets to show the performance of the proposed algorithm. Finally the conclusion is presented in Section 5.

2. Related Work

Clustering is the organization of the objects in a dataset $D$ into homogeneous and separated groups with respect to a distance or a similarity measure. Its ultimate objective is to assign the similar objects to the same cluster or group, and dissimilar ones to different clusters. Clustering methods can basically be classified into two main types; partitioning and hierarchical based methods [11]. Partitioning algorithms construct a partition of a dataset $D$ of $n$ objects into a set of $k$ clusters; $k$ is an input parameter for these algorithms. A partitioning algorithm typically starts with an initial partition of $D$ and then uses an iterative control strategy to optimize an objective function. The square error criterion, defined below in (1), is the most commonly used ($m_i$ is the mean of cluster $C_i$).

$$\sum_{i=1}^{k} \sum_{p \in C_i} (p - m_i)^2$$

(1)

The square-error is a good measure of the within cluster variation across all the partitions. The objective herein is to find $k$ partitions that minimize the square error. Thus, square error clustering tries to make the $k$ clusters as compact and separated as possible and it works well when clusters are compact clouds that are rather well separated from one another. Each cluster is represented by the gravity center of the cluster ($k$-means algorithm) or by the object that is the most centrally located in the cluster ($k$-medoids algorithms). Consequently, partitioning algorithms use a two-step procedure. First, they determine $k$ representatives minimizing the objective function. Second, they assign each object to the cluster with its representative “closest” to the considered object. This type of algorithms discovers only spherical shaped clusters of similar sizes, and requires $k$ as input parameter.

Hierarchical algorithms create a hierarchical decomposition of $D$. The hierarchical decomposition is represented by a dendrogram; a tree that iteratively splits $D$ into smaller subsets until each subset consists of only one object. In such a hierarchy, each node of the tree represents a cluster of $D$. The dendrogram can either be created from the leaves up to the root (agglomerative approach) or from the root down to the leaves (divisive approach) by merging or dividing clusters at each step. Agglomerative hierarchical clustering (AHC) is more stable but its time and memory space requirements are consistently higher. Therefore it is unfeasible for a large dataset. Moreover, for examples, the single link approach is very susceptible to noise and differences in density. While group average and complete link are not as susceptible to noise, but they have trouble with varying densities and cannot handle clusters of different shapes and sizes [12]. Another hierarchical algorithm called CURE [10] has been proposed, it stops the creation of a cluster hierarchy if a level consists of $k$ clusters, where $k$ is one of several input parameters. It utilizes multiple representative points to evaluate the distance between clusters. Thereby, it is adjusting well to arbitrary shaped clusters and avoiding the chain effect problem of the single-link. This results in good clustering quality. But this algorithm has several parameters. The parameter setting does have a profound influence on the result.

Besides the partitioning and hierarchical approaches, density based clustering methods such as DENCLUE [3] and DBSCAN [2] form a third clustering type. These are often used in data mining for knowledge discovery. Density-based clustering uses a local cluster criterion, in
which clusters are defined as regions in the data space where the objects are dense, and remain, separated from one another by low-density regions. The basic idea of the DBSCAN algorithm is that for each point of a cluster the neighborhood of a given radius (\(Eps\)) has to contain at least minimum number of points (\(MinPts\)), where \(Eps\) and \(MinPts\) are input parameters. These two parameters are global for the dataset. Furthermore it is not easy to determine the best value for \(Eps\), and hence DBSCAN can not discover clusters with varied density unless they are totally separated. Density-based clustering has some advantages over \(k\)-clustering and AHC in discovering clusters of arbitrary shapes and sizes.

However, in previous studies, it was shown that current density based clustering works well only on a simple dataset where cluster densities are similar [4]. Density based clustering is important for knowledge discovery in databases. Its practical applications include biomedical image segmentation [13], molecular biology and geospatial data clustering [14], and earth science tasks [2].

The enhanced DBSCAN algorithm [5] has previously been proposed to solve the problem of varied density clusters. In this paper, we improve the scalability of the enhanced DBSCAN by first partitioning the dataset to reduce the search space of the neighborhoods, then applying the enhanced DBSCAN on each partition separately, and finally applying merging procedure to get the actual number of clusters in the whole dataset.

3. The Proposed Algorithm

In this section, we describe the details of the proposed algorithm which called scalable enhanced DBSCAN (SEDBSCAN). This algorithm composed of three main stages; the first stage is to partition the dataset into \(k\) super-clusters, the second stage is to find out the sub-clusters within each partition (super-cluster), the third stage is to find out the natural number of clusters by merging dense sub-clusters from different partitions (super-clusters). Figure 1 depicts these three stages.

3.1 Partitioning Stage

The main purpose of this stage is to partition the underlying dataset into a finite number of smaller datasets, because most algorithms perform efficiently well with small datasets more than large datasets. So this stage will improve the scalability of the proposed algorithm. In this stage, discovering varied-shaped clusters is not of high importance, but the most important issue is getting the initial partitions as soon as possible. To fulfill this goal, an algorithm with time complexity \(O(n)\) should be used.

\(k\)-means algorithm [9] is the best choice for this stage. In the following, a brief review about \(k\)-means is presented. The \(k\)-means is classified as a partitioning method that requires only one input parameter, \(k\), which represents the number of clusters. The main steps of this algorithm are as follows:

Input: the number of clusters \(k\), and a dataset containing \(n\) objects.

Output: a set of \(k\) clusters which minimizes the square error as in Equation (1).

Method:
1) Arbitrary select \(k\) centers as the initial solution.
2) Compute membership the objects according to the current solution.
3) Update cluster centers according to new memberships of the objects.
4) Repeat steps 2 and 3 until convergence.

The \(k\)-means is scalable and efficient in processing large datasets due to its low time complexity (i.e. \(O(n)\)). Since the \(k\)-means works well with spherical shaped clusters of similar size, we expect that the result of this stage is not always correct. Consider the following example depicted in Figure 2. It is shown that the \(k\)-means produces six clusters. One can easily discover that this result is not really correct, as an actual cluster may be distributed over more than one partition, or some clusters are merged together.

The second stage will handle each partition as a new separate dataset. We used a scalable version of the \(k\)-means algorithm. This version was previously presented in [9]. It reduces the number of computations in the second step of the original \(k\)-means. It achieved its scalability through redistributing the objects that became far from their previous centers, while the objects which become closer to their centers will not be redistributed.

3.2 EDBSCAN Each Partition

This stage applies the enhanced DBSCAN on each partition. The main advantage of this algorithm is that it has the ability to discover varied density clusters. So the proposed
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algorithm will inherit this important advantage. A brief review about EDBSCAN [5] is presented. The EDBSCAN algorithm is based on the DBSCAN [2] algorithm, but it surmounts the problem of fixed $Eps$ in DBSCAN. The EDBSCAN needs two input parameters; they are $Minpts$ and $Maxpts$, $Minpts < Maxpts < 20$. These two parameters determine the minimum and maximum density for core points respectively. $Maxpts$ also determines the $Eps$ for each cluster according to the highest local density of its starting point. $Minpts$ is fixed to 4 as in DBSCAN algorithm. Thus the user will set only one input parameter. The main steps in this algorithm are as follows:

Input: $Maxpts$, and dataset containing $n$ objects.
Output: actual clusters discovered from the input dataset.

Method:

1) Find the $k$-nearest neighbors for each object $p$. (i.e. $N_k(p)$) and keep them in ascending order from $p$.

2) Set local density value for each object $p$ as $DEN(p, y_1, ..., y_k)$ which represents the sum of distances among the object $p$ and its $k$-nearest neighbors.

3) Rearrange the objects in descending order according to their local densities.

4) $ClusId = 1$.

5) Starting from the first unclassified object $p$ in the sorted data do the following:
   a) $Eps = \text{distance to } maxpts\text{-neighbor for the object } p$.
   b) Assign the object $p$ to the current cluster ($ClusId$).
   c) Append its unclassified neighbor $q_i$, wrt $Eps$ and $Minpts$ to the seed list $SL_p$ in ascending order of their distance to $p$. Continue expanding current cluster until no object can be assigned to it.

6) $ClusId = ClusId + 1$.
Assign the next unclassified object to the current cluster and go to step 5 until all objects are classified.

In EDBSCAN there are no border points as in DBSCAN. So it treats small clusters as noise and discards them from the data. Experimentally, a small cluster is the cluster that has less than 0.006 of the size of the dataset. Figure 3 shows the sub-clusters discovered from each partition resulted from the first stage. This figure shows 16 sub-clusters discovered from the six initial partitions.

From Figure 3 one can see that some sub-clusters are merged together to get the natural clusters in the underlying dataset. To merge sub-clusters, the idea of representative points proposed by CURE algorithm [10] will be used, but not using the same technique of the CURE. The $k$-means algorithm will be used for selecting these representative points. Based on these representatives, two clusters with the most near representatives will be merged in a hierarchical fashion until termination condition is hold. This process will be done in the third stage.

3.3 Merging Dense Clusters

This stage aims to merge the nearest dense sub-clusters detected from applying the EDBSCAN on each partition in the second stage. As it is known there is no border point can be detected by EDBSCAN algorithm, since it uses minimum and maximum density for core points. Therefore every point in the given dataset is a core point, and the maximum density determines the $Eps$ value in each cluster according to the density of region where the initial point resides. Referring to the method presented in [8], one can find that the DBSCAN algorithm can detect large number of border points in each cluster. We need smaller number of points from each cluster as representatives to reduce computational complexity of the merging stage. So the merging stage will search for $k$ representatives from each sub-cluster using the $k$-means algorithm. This means, we apply the $k$-means algorithm on each generated sub-cluster from applying the EDBSCAN on each partition in the second stage. Referring to Figure 3 we have 16 sub-clusters, so the size of clusters is very small compared to the size of the whole dataset. Therefore, the time required to get these representatives using the $k$-means will be very small and can be neglected. We use these representatives for merging dense sub-clusters. Figure 4 depicts the $k$ representatives for each sub-cluster shown in Figure 3.
Two dense sub-clusters with the most nearest representatives will be merged together in a hierarchical form. This idea is similar to that was proposed by CURE algorithm [10]. We need a threshold to stop the merging process. This may be a simple problem because we already have some information about the data from the previous stages; like the number of sub-clusters, $Eps$ in each cluster (density level of each cluster), distances among cluster’s representatives. Intuitively, two sub-clusters in second stage are not allowed to be merged together if they are belonging to the same partition (super cluster) in the first stage.

The algorithm arranges the merging distances in ascending order. By examining the plot of distances, we can easily select threshold distance to stop the merging process. Figure 5 presents the merging distances plot for the sub-clusters in Figure 3.

Since we have 16 sub-clusters from the second stage, we need 15 merging steps for merging all sub-clusters into a single cluster. We search for the gaps in distances plot. From Figure 5 we notice that only one gap between distances 28.7 and 47.6. So any value between these two values will be a threshold distance. The merging process is applied seven times so that the final number of clusters will be $16-7 = 9$ clusters as shown in Figure 6.

We can get rid of the smallest three clusters as noise, and return the remaining six clusters as a final result.

3.4 Complexity Analysis

The execution time of the proposed algorithm is composed of three components; the first one is the time for executing the $k$-means algorithm on the entire dataset which is $O(n)$, where $n$ is the size of the input dataset. The second component is the time for executing the EDBSCAN algorithm on each part resulting from the $k$-means in the first stage, the EDBSCAN requires $O(m^2)$ if it doesn’t use an index structure like R*-tree, or $O(m \log m)$ if it uses R*-tree; where $m$ is the size of the input dataset, and $m$ is very smaller than $n$ since $m$ is the size of one part of the original dataset. The third component is the time for getting the $k$ representatives from each sub-cluster, and the merging process, this time is very small and can be neglected, because we apply the $k$-means algorithm on each sub-cluster which is very small compared with the size of the original dataset, and the total number of representatives is also very small compared to the original dataset size. Furthermore, we don’t find the distances among representatives belonging to the same part in the initial partition. Hence the entire execution time of the proposed algorithm is $O(n + m \log m)$ which is definitely smaller than $O(n \log n)$.

4. Experimental Results

In this section the performance of the proposed algorithm is evaluated. This algorithm has been implemented in C++.

We have used many synthetic datasets to test the proposed algorithm. The experiments have been done on seven different datasets containing 2D points. The first dataset has six clusters of different sizes, shapes, and orientation, as well as random noise points and special artifacts such as streaks running across clusters, this dataset is used as an example in Figure 2. The second dataset has six clusters of different shapes. Moreover, it also contains random noise and special artifacts, such as a collection of points forming horizontal streak, this dataset is shown in Figure 7. The third dataset has eight clusters of different shapes, sizes, and orientation, some of which are inside the space enclosed by other clusters. Moreover, it also contains random noise and special artifacts, such as a collection of points forming vertical streaks. This dataset is shown in Figure 8. The fourth dataset has eight clusters of different shapes, sizes, densities, and orientation, as well as random noise. A particularly challenging feature of this data set is that the clusters are very close to each other and they have different densities, this dataset is shown in Figure 9. The fifth dataset has four clusters of different shape, size, and density. A particularly challenging feature of this data set is that, the clusters are very close to each other and they have different densities, this dataset is shown in Figure 10. The sixth and seventh datasets have clusters of different

Figure 5. Merging distances plot

Figure 6. Natural number of clusters in dataset
Figure 7. Clusters obtained from dataset 2

Figure 8. Clusters obtained from dataset 3

sizes and densities. These datasets are shown in Figures 11 and 12. The last three datasets are presented here to insure that the proposed algorithm is very efficient in discovering varied density clusters without requiring separating regions with low density.

We evaluate the performance of the proposed algorithm compared to the original EDBSCAN using different synthetic datasets include noise; the sizes of these datasets are ranging from 3147 to 10000 points in two-dimensions (2D), and they contain varied shaped, size, and density clusters. Figure 7 shows the three steps of the proposed algorithm on dataset 2 of size 8000 points.

For comparing the proposed algorithm with the original EDBSCAN, the same value for the parameter maxpts in both EDBSCAN and the proposed algorithm is used in order to demonstrate the higher enhancement of the proposed algorithm. Figure 8 shows the three steps of the proposed algorithm on the third dataset containing 10000 points.
However dataset 3 has clusters of varied shapes that are nested with each other, the proposed algorithm could discover the right clusters in the data. There is a small mistake in the ring cluster that has two different spherical clusters within it. This cluster has three levels of density in its right half. This mistake resulted from the EDBSCAN which considered the small cluster as outlier and removed it from the data, but this problem can easily be resolved by assigning the outlier clusters to the nearest cluster. Figure 9 shows the three steps of the proposed algorithm on
Figure 11. Clusters obtained from dataset 6

Figure 12. Clusters obtained from dataset 7

dataset 4 of size 8000 points.

Dataset 5 has four clusters of varied shapes, sizes and densities. The proposed algorithm could successfully discover the correct clusters. Figure 10 shows the result on dataset 5 that has varied-density clusters with no separation among them.

From Figures 11 and 12, one can find that the final result is the same as the result from EDBSCAN in step 2 of the proposed algorithm. This is because the clusters in the same part are not allowed to be merged, and each part has clusters that are totally separated from clusters in other parts.
From the experimental result, we can deduce that the proposed algorithm is able to discover clusters with varied shapes, sizes, and densities efficiently. It can easily be noticed that the result obtained by the proposed algorithm is not exactly similar to the one of EDBSCAN on the entire dataset. Instead, the proposed algorithm produces additional small clusters that are discarded as noise by EDBSCAN on the entire dataset. This is not an irresolvable problem. If we want to get the identical result of EDBSCAN, we should remove the small clusters as noise. The results of the original EDBSCAN on the entire datasets are shown in Figure 13.

The proposed algorithm is more scalable than EDBSCAN algorithm, the scalability of the proposed algorithm comes from partitioning the original dataset into finite set of smaller datasets in the first stage, and depending on \( k \) representatives from each sub-cluster to get the actual clusters in the original dataset. The following Figure 14 depicts the execution time of the proposed algorithm and EDBSCAN without using an index structure like R*-tree or canopies. We use only the fist four datasets because the other datasets are very small. From Figure 14 it is noticed that the proposed algorithm (SEDBSCAN) reaches a speed up factor 5.25, 5, 5.33, and 5.25 for datasets 1, 2, 3, and 4 respectively.

5. Conclusions

This paper has introduced a scalable and efficient clustering algorithm for discovering clusters with varied shapes, sizes, and densities. The proposed algorithm has exploited all the advantages of previous different algorithms (e.g., the scalability of the \( k \)-means, and the ability of discovering clusters from uneven datasets of the EDBSCAN, and the idea of multiple representatives taken from the CURE algorithm, and finally the idea of local density taken from the DENCLUE Algorithm) and has overcome their disadvantages. So this algorithm collects ideas from partitioning, hierarchical, and density based methods. Generally speaking, combining all these ideas into the proposed algorithm allows it to be scalable and more efficient in discovering clusters of varied density. The experimental results have given a clear indication on the scalability of the proposed algorithm. Furthermore the proposed algorithm has better performance than EDBSCAN with speed up factor up to 5 times. Additionally, the algorithm can be partially implemented in parallel (in the second stage) which helps in improving the scalability by a significant factor.
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