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ABSTRACT

This work proposes a method for the detection and identification of parked vehicles stationed. This technique composed many algorithms for the detection, localization, segmentation, extraction and recognition of number plates in images. It is acts of a technology of image processing used to identify the vehicles by their number plates. Knowing that we work on images whose level of gray is sampled with (120×180), resulting from a base of abundant data by PSA. We present two algorithms allowing the detection of the horizontal position of the vehicle: the classical method “horizontal gradients” and our approach “symmetrical method”. In fact, a car seen from the front presents a symmetry plan and by detecting its axis, that one finds its position in the image. A phase of localization is treated using the parameter MGD (Maximum Gradient Difference) which allows locating all the segments of text per horizontal scan. A specific technique of filtering, combining the method of symmetry and the localization by the MGD allows eliminating the blocks which don’t pass by the axis of symmetry and thus find the good block containing the number plate. Once we locate the plate, we use four algorithms that must be realized in order to allow our system to identify a license plate. The first algorithm is adjusting the intensity and the contrast of the image. The second algorithm is segmenting the characters on the plate using profile method. Then extracting and resizing the characters and finally recognizing them by means of optical character recognition OCR. The efficiency of these algorithms is shown using a database of 350 images for the tests. We find a rate of localization of 99.6% on a basis of 350 images with a rate of false alarms (wrong block text) of 0.88% by image.
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1. Introduction

Automatic identification of the vehicles used, is an effective control, in the automatic check of the traffic regulations and the maintenance of the application of the law on the public highways [1]. The identification of the vehicles is a crucial step in the intelligent transport systems. Today, vehicles play a great part in transportation. The traffic, also, increased because of population growth and human needs during the last years. Consequently, the control of the vehicles is becoming a big problem and much more difficult to solve. Since each vehicle is equipped with a single number plate, not of external charts, the tags or the transmitters must be recognizable at the number plate. Thus, many researches concerning the identification of cars involved the extraction and the recognition of number plate. Some of these works are the following: [2] proposed knowledge-guided boundary following and template matching for automatic vehicle identification. [2,3] rotted to find a presentation of six descriptors, among the most used. [4,5] found the description of the detector. [8] found the description of the Dog detector. [6] used a genetic algorithm ASED segmentation to extract the plate area. [8] used Gabor jets of projection to form a vector characteristic for the recognition of weak grey scale resolution character. [9] proposed a method of extraction of characters without preliminary knowledge of their position and the size of the image.

The general information of the system depends mainly on the general information of the number plate. If one seeks the common characteristics for various types of number plates, one finds one of the fundamental characteristics which are contrast, which means relatively large difference of color or intensity between the signs and the background of the number plate. This fact is often used in many methods of localization of the number plates [10,
12,13], and the problem of localization of text in the image [11,14,15–17].

In our work, we study the processes allowing to detect and identify the plate number, the best possible, in real time system. The database contains images of good quality (high-resolution: 1280×960 resize 120×180) for vehicles seen from the front, more or less near, parked either in the street or in a car park, with a negligible inclination.

To contribute in improving the automatic vehicle plate detection and identification systems, this work presents, in a more robust way, the detection and identification of number plates in images of vehicles stationed.

Automatic number plate recognition is a mass surveillance method that uses optical character recognition on images to read the license plates on vehicles. It can be used to store the images captured by the cameras as well as the text from the license plate, with some configurable to store a photograph of the driver.

We present two algorithms allowing the detection of the horizontal position of the vehicle: the classical method “horizontal gradients” and our approach “symmetrical method”. In fact, a car seen from the front presents a symmetry plan and by detecting its axis, we find its position in the image. A phase of localization is treated using the parameter MGD (Maximum Gradient Difference) which allows the detection to locate all the segments of text per horizontal scan. These calculations must take into account the horizontal position of the vehicle so as to remove the segments which are not cut by the axis of detection. The potential segments of text are then widened or combined with possible adjacent segments of text by this line sweep (in the two directions) to form blocks of text, which will make, thereafter, the object of filtering.

The blocks of text obtained are regarded as areas of candidate text. These areas must undergo a specific technique of filtering which makes it possible to find the good block containing the plate number among different blocks obtained by the previous algorithm of detection. After locating the plate, we use four algorithms that must be executed so that our system can read a license plate. The first algorithm will adjust the intensity and the contrast of the image. The second, will segment the characters on the plate using vertical profile method. The third algorithm will extract and resize characters and the Last algorithm will allow optical character recognition OCR. During the adjustment phase, we use techniques of edge detection to increase the contrast between the characters and the background of the plate. Then a specified filter is used to eliminate the noise that surrounds the characters.

The rest of the work is organized as follows: In Section 2, a description of the real dataset used in our experiment is given. We present, in Section 3, the two methods of detection of vehicles: “horizontal gradients” and “symmetrical approach”. In Section 4 we describe our approach of localization of the plate registration combining the MGD method with the symmetrical, we give in Section 5 the description of our algorithm which extracts the characters from the license plate, and we conclude in Section 6.

2. Databases

The database (Base Images with License) contains images of good quality (high-resolution: 1280×960 pixels resizes to 120×180 pixels) of vehicles seen of face, more or less near, parked either in the street or in a car park, with a negligible slope. The images being neither in stereophony nor in the form of sequence (video), they were treated consequently with methods not using information which can provide it video (movement, follow-up of vehicle) and stereophony (measurement of depth, validation).

The cameras used can include existing road-rule enforcement or closed-circuit television cameras as well as mobile units which are usually attached to vehicles. Some systems use infrared cameras to take a clearer image of the plates [18–21].

Let us note that in our system we will divide in a random way the unit of our database into two:

1) A base of Training on which we regulate all the parameters and thresholds necessary to the system so as to obtain the best results.

2) A base T is on which we will test all our programs.

2.1 Labeling of the Data

The all database was labeled in order to detect that vehicle which is not partially hidden, only on the vehicles which are in direct link with the vehicle equipped with a camera (potentially dangerous and close vehicle).

2.2 Characteristics of the Image

The images employed have characteristics which limit the use of certain methods. Very of access, the images are in level of gray. What eliminates the methods using spaces of color RGB, HSV or others? Then, the images are isolated, in the direction where they make neither started from a sequence nor of a couple of stereo image. The video can be used to make a follow-up of the vehi-

Figure 1. Some examples from the database training
cles and thus to check detections while stereophony makes it possible to have information of depth. The images have an original size of 1280×960 pixels. (Figure 1)

3. Our Approach for the Detection of the Vehicle Position

The bibliographical study led on the detection of vehicle for help to control, has brought to us a certain number of method and technique imagined for a few years. From this study, our work of development was to create and test some one of these methods.

We limited ourselves mainly to two techniques of detection. These techniques are the following ones:
- Method horizontal gradients.
- Our approach (Method Symmetry).

The goal is to detect the position of the vehicles in order to exclude false alarms, all around the vehicle that we will find in the stage of detection of the plate and to keep only those which are cut by the axis of detection. Let us note that we work with images in level of gray under sampled (120×180), which eliminates the methods using spaces of color RGB or HSV and reduces the execution of time.

3.1 Method Horizontal Gradients

The method uses knowledge in frequent appearance of the front view of a car having horizontal contours and basing on the fact that the horizontal position of the vehicle is where one finds a strong concentration of horizontal gradients [16].

Thus we calculate the profile of horizontal contours (the sum of the horizontal gradients by column) and the presence of a peak in this last makes it possible to go back to the horizontal position of the corresponding vehicle.

3.1.1 The Algorithm of the Method “Horizontal Gradients”

**Extraction of horizontal contours:** We calculate the image of the horizontal gradients by withdrawing from the original image its shifted copy of a line to the bottom (or upwards). One filters the preceding image by preserving only the pixels belonging to a sufficiently long horizontal segment (here the length was fixed at 11 pixels). This gives the indication of the horizontal gradients to us.

**Calculation of the horizontal profile:** We calculate the profile of horizontal contours by summoning for each column the horizontal gradients.

**Detection of vehicle:** By finding the position of the peak in the profile of horizontal contours, one finds the position of the vehicle.

Figures 2 to 7 show an example of detailed execution for our algorithm, allowing the detection of the position of the vehicle.
3.1.2 Experimental Results
The result obtained by the method horizontal gradient on a basis of 350 different images, we found the following results:

- An average execution time/image: 0.25 seconds.
- A maximum error: 49.53%.
- A minimal error: 0.08%.
- An average error: 6.91%.

To evaluate our algorithm, an error is calculated by the equation according to:

$$\text{error} = \frac{\text{pos}_\text{fts} - \text{pos}_\text{prog}}{l}$$  \hspace{1cm} (1)

with:
- l: width of the original image.
- pos_fts: the true horizontal position of the vehicle.
- pos_prog: the position given by the program.

Four examples of detection of vehicle position are presented in Figure 8. We notice that the right position of the vehicle (bold line) is very close to the position of the axis of symmetry (red line) given by Method Horizontal gradients. The error is about 19.63%.

We notes in the Figures 8(c) and 8(d) that bad detection corresponds to vehicles at the bottom of the image and this due to the fact that they have them also

3.1.3 Conclusions
Thus this method, very powerful of concept of time, is found influenced by the entourage of the vehicle (presence of cars, people,...) and cannot be regarded as reliable method considering which the error can sometimes
be so large that the detected object is far from being the vehicle.

3.2 Symmetry

A car seen from the front presents a symmetry plan and in detecting its symmetric axis, we find its position in the image. This axis of symmetry is found by seeking in each line of the image, the pairs of points of the contours which have the same level of gray (with a margin of 25) and then we vote for the point medium in an initially empty matrix. The column of this matrix, having the maximum of votes, corresponds to our axis of symmetry which defines the position of the vehicle.

3.2.1 The Algorithm of Our Method “Method Symmetry”

In this method, we detect the horizontal contour of the image, and then we apply our approach of detection based on the determination of the axis of symmetry, which defines the position of vehicle.

- Detection of contours
  - This detection is done by filtering:
    - By the following masks:

  \[
  \begin{align*}
  \text{Horizontal mask: } & mx = [3 \ 10 \ 0 \ -10 \ -3] / 32 \\
  \text{Vertical mask: } & my = [7 \ 63 \ 116 \ 67 \ 7] / 256
  \end{align*}
  \]

- Then of a thresholding.

- Detection of the axis of symmetry
  - One seeks in each line of the image the pairs of points of contours having the same level of gray (with a margin of 25) and one vote for the point medium in a matrix, initially empty. One makes the sum by column of the matrix and one finds the horizontal position of the maximum of votes which corresponds to our axis of symmetry.

  Figures 9 to 12 show an example of detailed execution for our algorithm, allowing the detection of the axis of symmetry.
symmetry of the vehicle.

3.2.2 Results
On a test basis of 350 different images, one finds:
- An average execution time/image: 0.25 seconds.
- A maximum error 2.87%.
- A minimal error: 0%.
- An average error 0.34%.
- Examples of detection

It is noted that with this method one always detected well the position of the vehicle independently of his limits. (see as in Figure 13)

3.2.3 Conclusions
Thus this method is reliable and effective being: it is simple, fast and the average error is 20 times smaller than that obtained with the method of the “horizontal gradients” and thus we will continue our work using this method.

4. Algorithm of Localization of the Plate Registration

Our algorithm is based on the fact that an area of text is characterized by its strong variation between the levels of gray and this is due to the passage from the text to the background and vice versa (see Figure 14). Thus by locating all the segments marked by this strong variation, while keeping those which are cut by the axis of symmetry of the vehicle found in the preceding stage, and by gathering them. One obtains blocks to which we apply certain conditions (surface, width, height, the width ratio/height,…) in order to recover the areas of text candidates i.e. the areas which can be the number plate of the vehicle in the image.

4.1 Detection of the Segments of Potential Text

This phase consists of elaborating one robust algorithm for the extraction of the text from the image. First, the algorithm calculates the MGD for each line (Maximum Gradient Difference) in order to keep all the segments which have a strong variation of level of gray (segments in which we find a high MGD), and which intersect with the axis of symmetry of the vehicle.

To calculate this MGD, we start by applying a mask [-1 1] to each line of the image. Then, on each site of pixel, the MGD is calculated as being the difference between the maximum and the minimum of values within a local window of size N×1 centered on the pixel. Parameter N depends on the maximum size of the text which we want to detect. A good choice for N is a value which is slightly larger than the width of the greatest character we want to detect. In our algorithm, we chose N=10.

In general, the segments of text have great values of MGD (see Figure 15).

<table>
<thead>
<tr>
<th>Figure</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0.13</td>
</tr>
<tr>
<td>(b)</td>
<td>0.72</td>
</tr>
<tr>
<td>(c)</td>
<td>0.81</td>
</tr>
<tr>
<td>(d)</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Figure 13. Show the comparison between the right position (bold line) of the vehicle and the position of the axis of symmetry (red line) given by the symmetrical method.
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Figure 14. This figure represents the strong variations between the levels of gray and this due to the passage from the text to the background and vice versa.

Figure 15. The image above represents the MGD in each column and we notice that there is a big rise in the zone of text (between column 70 and 130).

Then, we identify the potential segments of text by the analysis of each segment in the image, while taking into consideration the fact that the segments, marked by a strong variance between the levels of gray, are likely to contain text.

A segment of text is a continuous segment of a pixel thickness on a segment of line of sweeping made up of pixels representing of the text. In general, a segment of text passes through a character string and contains a continuation of alternation between the pixels of the text and the pixels of background pixels. This is why, if the line, containing some text, is traced, we will have a succession of positive and negative peaks in the interval including the text. These peaks are due to transitions from the text to the background (text-to-background transitions) or from the background to the text (background-to-text transitions). And also by noting that, the magnitude of the peaks corresponding to the text, is definitely larger than that of possible peaks corresponding to other elements in the image. For a segment, containing some text, there must be an equal number of transitions: background-to-text and text-to-background (with a margin of 3), and these two types of transitions must be alternated. In practice, the numbers of transitions (background-to-text and text-to-background) cannot be exactly the same and this is due to the presence of noise, but they must be almost equal. The number of peaks (negative and positive) must also be important in a segment of potential text (here, the threshold is of 5 peaks minimum).

4.2 Detection Various Blocks of Text

In the second phase, the potential segments of text are wide or amalgamated with the segments of text of adjacent lines to form blocks of text. The algorithm functions in two directions: signal-down (from top to bottom) and bottom-up (upwards): In the first direction, the group of pixels immediately in lower part of the segment of potential text is taken into account.

If the average and the variance of its levels of gray are close with those to the segment of potential text i.e. if:

\[ |\mu_1 - \mu_2| < \theta \quad Et \quad |\sigma_1 - \sigma_2| < \theta \]

with \( \theta = 0.1 \)

Then, they are amalgamated. This process begins again for the group of pixels immediately in the lower part of the text, recently widened. It is stop when the block of widened text amalgamates with another segment of potential text.

In the second direction, the same process is applied but of way bottom-up with each segment of text obtained in first direction.

The isolated segments and the too long segments are removed (segment of width higher than 0.75 of that of the image). We obtain then many blocks of text with variable forms (Figure 16).

4.3 Calculation of Their Limp Including

For each block of detected text, we calculate its corner, including characteristics the four following parameters: \( x, y \) for the corner position, \( w \) for the width and \( h \) for the height (Figure 17).

Let us note that we rearrange the coordinates of this corner by making a sweep field (beginning towards the end then the fine one towards the beginning) as long as
To filter the noise, we proceed as follows: we calculate the sum of the matrix column by column, and then we calculate the min_sumbc and max_sumbc representing the minimum and the maximum of the black and white variations detected in the plaque. All variations which are less than 0.08 * max_sumbc will be considered as noises. These will be canceled facilitating the cutting of characters. (Figure 19)

To define each character, we detect areas with minimum variation (equal to min_sumbc). The first detection of a greater variation of the minimum value will indicate the beginning of one character. And when we find again another minimum of variation, this indicates the end of the character. So, we construct a matrix for each character detected. (Figure 20)

The Headers of the detected characters are considered as noise and must be cut. Thus, we make a 90 degree rotation for each character and then perform the same work as before to remove these white areas. (Figure 21)
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6. Conclusions

In this paper, we presented a system of detection of the position of vehicles and the localization of their numbers plates by two robust algorithms: the classical “horizontal gradients” and our approach “symmetrical method”. Then we used four algorithms for the normalization, segmentation, extraction and recognition. In our system, we apply the symmetrical approach which allows finding the symmetrical axis which will determine the position of the vehicle in the image. Then we proposed an approach of localization for the plate, which calculates the MGD (Maximum Gradient Difference) and detects the potential segments of text per horizontal scan. The blocks of texts obtained are regarded as areas of text candidates. These areas must undergo a specific technique of filtering which makes it possible to find the good block containing the numbers plates among the various blocks obtained by the previous algorithm. After detecting the plate, we use four algorithms: normalization (adjustment of the intensity and the contrast of the image), segmentation of characters (separation of character on the plate), and extraction (removal each character of the plaque) and recognition (optical identification of characters by OCR).

We tested our approach on a group of 350 images of vehicles seen from the front (taken in real situation). We obtained very encouraging results, in fact: a rate of detection of 99.6% with a rate of false alarms (wrong block text) of 0.88% by image. Moreover, the results also showed that the system is robust with respect to occlusions partial of the image.

This work could have several continuations like: 1) An adaptation to all kinds of number plates (universal dimensioning and flexible device); 2) A phase of recognition of the characters in the detected blocks of text. Thus, we could conceive our own system of automatic reading of the number plates.
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