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Abstract

The focus of our investigation is to evaluate one of the four contributing terms to the coulombic potential energy of an H$_2$ molecule. Specifically, we are interested in the term describing the electronic interaction of the charge distribution of one of the hydrogen atoms with the proton of the second atom. Quantum mechanics provides the charge distribution; hence, the evaluation of this term is a semi-classic quantum physics issue. For states other than the ground state the charge distributions are not spherically symmetric; they are functions of the radial and the angular coordinates. For the excited states we develop exact analytic expressions conducive to the potential energies. Because of the functional complexities of the wave functions, the evaluation of the core integrals is carried out utilizing symbolic capabilities of Mathematica [1]. Plots of these energies vs. the distance between the two protons reveal global features.
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1. Motivation and Goals

Literature search reveals that quantum chemists customarily prefer adapting the shell method of charge distribution of the electron calculating the coulombic related potential energy issues of an H$_2$ molecule. In this method one assumes that the charge distribution is composed of concentric spherical shells of finite thicknesses about the proton. Summing the potential contribution of the shells results in the total potential [2]-[4]. This method is a two-step process. Depending on the relative position of the point of interest to the center of the sphere one evaluates the representative potential; then utilizing the latter one integrates over the radius of the atom. An alternative intuitive method addressing the same issues is a volume charge distribution. Within the context of the H$_2$ molecule the author was unable to locate a reference addressing this approach. This approach is a one step-
process and it is less cumbersome. As of our first objective in the analysis section we show the equivalency of these two methods. Our second objective is to adopt the latter method and craft an expression evaluating the electrostatic potentials of non-spherical charge distributions, i.e. distributions subject to states other than the ground state. The analysis section embodies one such expression enabling the evaluation of the potential of a desired excited state. In the course of derivation of this expression, because of the complexities of the wave functions we deploy the symbolic capabilities of Mathematica [1]. Our third objective is to utilize our derived formulation and for a handful of selected excited states explicitly evaluate their associated potentials. Plots of these results as a function of the inner-atomic distance between the two protons reveal certain characteristics; this is discussed in text. Lastly with concluding remarks, we close our investigation outlining our related continual search.

2. Analysis

Following the objectives outlined in the previous section we consider the volume charge distribution method to evaluate the electrostatic potential of the charge distribution of a hydrogen atom. We consider two scenarios. First, we assume the distribution is confined within a sphere with a sharply defined radius \( R \). For the case at hand the point of interest falls either outside or inside of the sphere; we will include more comments on this when we consider a diffused-edge sphere. We craft two distinct approaches evaluating their corresponding potentials. Second, because the charge distribution of the electron within the “sphere” according to the wave function description is diffused, we stretch the radius of the sphere harvesting the contribution of the entire charge distribution. We show for the diffused ground state the volume and the shell charge distribution methods are equivalent. Next, for the excited states following the same strategy we modify the calculation to include the features of the non-spherical distributions. Utilizing this formulation for selective cases explicitly we evaluate their corresponding potential energies as a function of the inner-atomic distance.

**Figure 1** shows the charge distribution within a sphere of sharply defined radius \( R \) (the pink region); \( \rho(r) \) is the volume charge density, and \( r \) is the distance from the center of the atom. The coordinate system is set such that the proton is the origin and \( r \) is along the z-axis. The electrostatic potential at \( r \) is \([5]\) \([6]\),

\[
V(r) = k \int \rho(r') \frac{1}{|r - r'|} \, dr'
\]  

where, \( k \) is the electrostatic constant \( k = 1/(4\pi \epsilon_0) \). Since the z-axis is along the point of interest and \( r' \) makes the conic angle \( \theta' \) with respect to the z-axis, expanding the denominator of the integrand gives,

\[
\frac{1}{|r - r'|} = \sum_{\ell=0}^{\infty} P_\ell(\cos[\theta'])
\]  

where \( r_\ell \) (\( r_{\ell+1} \)) is the lesser (greater) of \( r \) and \( r' \), \( P_\ell \) are the Legendre polynomials \([5]\) \([6]\). For the ground state the charge distribution is spherically symmetric; it is only a radial distance dependent function i.e. \( \rho(r) \). On the other hand the spherical volume element is \( dr' = r'^2 \sin \theta' dr' d\theta' d\phi' \) and that integration over the \( \theta' \) gives,

\[
\int_0^\pi P_\ell(\cos \theta') \sin \theta' d\theta' = 2\delta_\ell \delta_0, \text{ i.e. only } \ell = 0 \text{ is non-zero. Utilizing this, for the points outside the sphere, combining (2) and (1) yields,}
\]
For a special case of uniform charge density, (3) yields the classic expected potential \( V(r > R) = Kq/|r| \), where \( q \) is the total charge within the sphere. That is the potential of a uniform charge distribution for exterior points, it is the same as if the entire charge within the sphere was concentrated at the center of the sphere.

Alternatively, one might omit the expansion given by (2) and directly integrate (1). To accomplish this, in (1) we substitute \( |r - r'| = \sqrt{r^2 + r'^2 - 2rr'\cos\theta'} \); noting the ground state is independent of \( \theta' \) and \( \phi' \), a straightforward integration yields (3). Although this method works for the exterior points, \( i.e. r > R \), it fails for the interiors, \( r < R \). For the latter we pursue the previous method; the details follow.

By splitting the integration in two radial zones (1) reads,

\[
V(r < R) = 2\pi K \sum_{\ell=0}^{\infty} \left[ \int_0^r \rho(r') (r')^\ell \, dr' + \int_r^R \rho(r') (R^\ell) - r^\ell \, dr' \right] \int_0^\pi \cos[\ell\theta'] \sin[\ell\theta'] \, d\theta'
\]

(4)

In Formulating (4) we apply the previous assumptions, that the distribution is spherically symmetric. Noting the orthogonality of the angular integration mentioned earlier, \( i.e. 2\delta_{\ell0} \), (4) yields,

\[
V(r < R) = 4\pi K \left[ \int_0^r \rho(r') (r')^2 \, dr' + \int_r^R \rho(r') r \, dr' \right]
\]

(5)

Assuming constant density, a straightforward integration of (5) yields,

\[
V(r < R) = \frac{3}{2} K \frac{q}{R} \left[ 1 - \frac{1}{3} \left( \frac{r}{R} \right)^2 \right]
\]

(6)

Equation (6) for \( r = R \) is the expected potential; its value matches the potential of the exterior on the surface of the sphere. The potential is continuous across the boundary of the sphere.

The intent of developing and reviewing this formulation is to evaluate the potential of charge distribution of an atom. Noting the distribution has a diffused boundary and because the radius of the “sphere” for a diffuse surface theoretically is infinite, the potential at any point needs to be evaluated according to (5).

For instance the charge distribution of the ground state of the hydrogen atom is

\[
\rho(r) = q_e |\psi_{100}(r)|^2 = q_e \frac{\alpha^3}{8\pi} e^{-\alpha r}
\]

where \( q_e \) is the electron charge, \( \alpha = 2/a \) and \( a \) is the Bohr radius, respectively [7]-[10]. Substituting \( \rho(r) \) in (5), a straightforward integration gives the potential of the charge distribution as a function of distance \( r \), the distance from the center of the atom. As discussed earlier to include all the charges of a diffused sphere we stretch the radius of the sphere to "infinity", \( i.e. R \to \infty \), this yields,

\[
V(r) = Kq_e \frac{1}{r} \left[ 1 - e^{-\alpha r} \left( \frac{1}{2} \alpha r + 1 \right) \right]
\]

(7)

This is the same as [2]. It is noteworthy to emphasize that contrary to our “volume charge distribution method”, reference [2] adapted the “shell model” deriving (7). Having fulfilled the first objective of our goal \( i.e. \) the proof of the equivalency of the volume vs. the “customary” shell distribution method, we adapt the latter and modify (5) to evaluate the potential of non-spherical charge distributions associated with the excited states. Needless to say, multiplying (7) by the charge of the second proton, \( q_p \), yields the attractive coulomb potential energy of the electron-cloud of one of the atoms and the proton of the second atom in an \( H_2 \) molecule.

For excited states of a hydrogen atom, density of the charge distribution is a function of \( \{r, \theta\} \) and is independent of the azimuthal angle \( \phi \). It is,

\[
\rho(r, \theta) = q_e \left| \psi_{NLM}(r, \theta, \phi) \right|^2 = q_e \left| R_{NL}(r) Y_{LM}(\theta, \phi) \right|^2
\]

(8)

Here, \( R_{NL}(r) \) is the radial wave function and \( Y_{LM}(\theta, \phi) \) is the spherical harmonics [8] [9] [11] [12]. Substituting (8) in (4) we arrive,
\[ V_{NLM}(r) = 2\pi K \sum_{\ell=\ell_i} \frac{1}{r^{\ell_i+1}} \int_0^r \left[ R_{NL} (r')^2 (r')^{\ell_i+1} \, dr' + r' \left( R_{NL} (r')^2 \frac{1}{(r')^{\ell_i+1}} \right) \right] \times \left[ \int_0^{2\pi} \left( |Y_{LM}(\theta', \phi')|^2 \right)^2 P_{\ell} (\cos \theta') \sin \theta' \, d\theta' \, d\phi' \right] \] (9)

In (9) although \( Y_{LM} \)'s are explicit functions of azimuthal angle \( \phi' \) their absolute squared are not; therefore, the integral over \( \phi' \) gives a factor \( 2\pi \). The “orbitals” are labeled by \( N = 1, 2, 3 \), and the \( L \)'s are bound to \( L = 0, \ldots, N - 1 \); this limits the number of potentials given by (9). Furthermore, for a chosen \( L \), integration over the conic angle \( \theta' \) limits the number of the terms in \( \Sigma_{\ell} \). Table 1 embodies the values of the integration over \( \theta' \), for the aforementioned constraints. For a chosen \( L \), Table 1 gives the values and the number of the terms in \( \Sigma_{\ell} \).

Inspecting Table 1 reveals for a chosen excited state \( N \) and its associated \( L \) and \( M \) there are only a limited number of non-zero \( \int \theta \) integrals. For instance, for the ground state \( \{N, L, M\} = \{1, 0, 0\} \) there is only one value for \( \ell \), i.e. \( \ell = 0 \). For the first excited state \( \{N, M, L\} = \{2, 0, 0\} \) and \( \{2, 1, \pm 1\} \) there are one and two values for \( \ell \); these are \( \ell = 0 \) and \( \ell = 0, 2 \), respectively. Table 1 and its extension utilize the needed information associated with the remaining excited states. A careful inspection of this information shows, irrespective of the excited state, only the even values of \( \ell \)'s are conducive to non-zero \( \int \theta \) integrations.

**Table 1.** A list of the first two excited states of hydrogen atom: \( N = 1 \) and 2 and their associated \( L \) and \( M \) as well as the \( \ell \)'s and the values of the integrals \( \int \theta \), respectively.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( L )</th>
<th>( M )</th>
<th>( \ell )</th>
<th>( \int \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( \frac{1}{2\pi} )</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( \frac{1}{2\pi} )</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>( \frac{1}{2\pi} )</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>-1</td>
<td>2</td>
<td>( -\frac{1}{10\pi} )</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>-1</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>( \frac{1}{2\pi} )</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>( \frac{1}{5\pi} )</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>( \frac{1}{2\pi} )</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>( -\frac{1}{10\pi} )</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>
Applying (9) requires also knowing the explicit functional form of the radial wave functions. These functions are available in various references, e.g. [11] [12]. In our investigation and for Mathematica coding purposes we utilize a modified version of the code [13]. Table 2 displays various wave functions.

Table 2 embodies the first four radial wave functions of the hydrogen atom. It shows the complexity of radial wave functions of the excited states. Utilizing these functions along with their associated spherical harmonics we utilize (9) evaluating their corresponding electrostatic potentials. Table 3 embodies four such potentials.

Table 3 embodies analytic expressions for the electrostatic potentials of charge distributions of the first five states of a hydrogen atom. Similar to Table 2, complexities associated with these functions are evident. The simplest function corresponds to the ground state; as mentioned earlier this is in agreement with [2]-[4]. It is noteworthy mentioning that despite a thorough literature search, the author has not been able to locating a reference referring to these expressions. Plots of these potential energies also are missing in the literature; these are shown in Figure 2.

Coulomb potential energies associated with various states of hydrogen atom are tabulated. The top left corner is the energy of the ground state. This is the same as discussed in [2]-[4] [7] [10]. These references have different mathematical approaches and do not include the graphs. The second row depicts energies of the first excited state. The third row illustrates the energies of the second excited state. These graphs are missing in the literature as well; they display useful information. For instance, they show how the excited states impact the electrostatic

**Table 2.** The first four radial wave functions of a hydrogen atom.

<table>
<thead>
<tr>
<th>N</th>
<th>L</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>( \frac{2e^2}{a^2} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>( \frac{e^2}{2\sqrt{2}a} (2a-r) )</td>
<td>( \frac{e^2}{2\sqrt{8}a} r )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>( \frac{2e^2}{81\sqrt{3}a} (27a^2 - 18ar + 2r^2) )</td>
<td>( \frac{2(\sqrt{3})e^2}{81} (6a-r)r )</td>
<td>( \frac{2(\sqrt{3})e^2}{81} r^2 )</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>( \frac{e^2}{768a^2} (192a^2 - 144ar + 24ar^2 - r^2) )</td>
<td>( \frac{e^2}{256\sqrt{15}a^2} r(80a^2 - 20ar + r^2) )</td>
<td>( \frac{e^2}{768\sqrt{5}a^2} (12a-r)r^2 )</td>
<td>( \frac{e^2}{768\sqrt{5}a^2} r^3 )</td>
</tr>
</tbody>
</table>

**Table 3.** Coulomb potentials for the first five states of a hydrogen atom.

\[ V_{100} = \frac{e^2}{ar} \left( \frac{2a}{-1 + e^2} \right) \]

\[ V_{200} = \frac{e^2}{4a^2 r} \left( \frac{8a}{-1 + e^2} \right) \left( 6a^2 r - 2ar^2 - r^2 \right) \]

\[ V_{210} = \frac{e^2}{8a^2 r^3} \left( 96a^2 \left( -1 + e^2 \right) - 6a^2 r + 8a^2 \left( -7 + e^2 \right) r^2 - 22a^2 r^2 - 6a^2 r^3 - r^4 \right) \]

\[ V_{300} = \frac{e^2}{2187a^2 r} \left( 4374a^4 \left( -1 + e^2 \right) - 2430a^2 r - 648a^2 r^2 - 216a^2 r^3 + 24a^4 - 8r^4 \right) \]

\[ V_{310} = \frac{e^2}{729a^2 r^5} \left( 52488a^6 \left( -1 + e^2 \right) - 34992a^4 r + 729a^4 \left( -17 + e^2 \right) r^3 - 2997a^2 r^4 - 540a^2 r^4 - 72a^2 r^5 - 6a^2 r^6 - 2r^7 \right) \]
energies. The functional behavior of these plots is somewhat intuitive, meaning, the excited states vs. the ground state are more spacious; therefore, they have a longer impact range. These are vividly shown by the tails of their associated energy plots. A quick review of these graphs also reveals that the energies of the excited states associated with PE210, PE310 and PE320 exhibit pronounced minima approximately at 1.2, 1 and 3.5 Å, respectively. Our ongoing related investigation focuses on the physics of these minima.

**Figure 3** contains comparative plots of the potential energies. The left panel displays the energies of the first three states of hydrogen associated with $L = 0$ states. The right panel similarly compares $L = 1$ energies of the second and third excited states. Both graphs show the energies associated with the excited states are stronger at short distances and coincide at large distances. Moreover, because the typical distance between two protons in an H$_2$ molecule depending to their excited state is about 1 Å to 2 Å, at short distances the coulomb energies are distinctly different. As shown on the right panel this distinction is more pronounced for $L = 1$ states.

**Table 4** and **Figure 4** are extensions of **Table 3** and **Figure 2**, respectively. **Table 4** contains analytic expressions for the second and third excited states of hydrogen. **Figure 4** displays their corresponding potential energies.

Tabulated energy plots of **Figure 4** have common general similarities vs. the plots of **Figure 3**; the higher the excited states the weaker the corresponding energies. Contrary to the plots of **Figure 2** none of the energies displayed in **Figure 4** exhibit pronounced minima. Accordingly, one may claim excited states circumvent the coulomb stability.

The left panel of **Figure 5** contains plots of the squared radial wave functions of the ground and excited states of the hydrogen atom. The right panel shows their corresponding plots of the absolute squared value of the spherical harmonics. These plots are visual components of **Figures 2-4**, respectively. To put this in prospective, (9) shows the squared of the radial wave functions and the squared absolute values of the spherical harmonics. As shown in **Table 2**, the integrands of (9) are complicated functions making the interpretation of the output challenging. However, with the aid of the displayed plots of **Figure 5** one may reason the excited states are more spacious; they are radially stretched and are broadened. The impact of these two features on the potential energies is signified by the long tails of the corresponding energy plots.

### 3. Conclusions and Comments

Motivation of proposing our investigation is to augment the current scope of energy issues of an H$_2$ molecule. Charge distribution of hydrogen is a quantum physics concept; however, evaluation of the electrostatic potential
Figure 3. Plots of potential energies of the $L = 0$ and $L = 1$ for the first three states of a hydrogen atom.

Figure 4. Corresponding plots of the potential energies to Table 4.

Figure 5. Plots of radial wave functions squared and their corresponding absolute squared spherical harmonics of various states of a hydrogen atom.
Table 4. Coulomb potentials of the second and third exited states of a hydrogen atom.

<table>
<thead>
<tr>
<th>State</th>
<th>Potential Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{211}$</td>
<td>$e^{\pi} \left( -24a^2 \left( 1 + e^{\pi} \right) + 24a^2r + 4a \left( 2 + e^{\pi} \right) r^2 + r^3 \right) \frac{4ar}{4ar^3}$</td>
</tr>
<tr>
<td>$V_{311}$</td>
<td>$e^{\pi} \left( -2916a^4 \left( 1 + e^{\pi} \right) + 1944a^2r + 81a \left( 7 + e^{\pi} \right) r^2 + 99a^2r^3 + 12ar^4 + r^6 \right) \frac{81ar^6}{81ar^6}$</td>
</tr>
<tr>
<td>$V_{321}$</td>
<td>$e^{\pi} \left( -393660a^6 \left( 1 + e^{\pi} \right) + 262440a^4r + 1458a^2r^2 + 959a \left( 35 + e^{\pi} \right) r^3 + 315a^2r^5 + 24ar^6 + r^8 \right) \frac{81ar^8}{81ar^8}$</td>
</tr>
<tr>
<td>$V_{322}$</td>
<td>$e^{\pi} \left( 10935a^8 \left( 1 + e^{\pi} \right) - 7290a^6r - 162a^4r^2 + 13a \left( 2 + e^{\pi} \right) r^3 - 324a^2r^5 + 9a \left( 3 + e^{\pi} \right) r^6 - r^7 \right) \frac{9ar^7}{9ar^7}$</td>
</tr>
</tbody>
</table>

and potential energy associated with the charge distribution is a classic electrostatic problem. It is this semi-classic quantum physics nature of the issue that makes the problem appealing. Reviewing the sited references reveals that the majority of the investigations hover about the issues concerning the ground state charge distribution of hydrogen. It is natural to augment the investigation extending the analysis to issues beyond the ground state. Mathematical analysis of our present work differs from customary quantum chemists. However, we show for the ground state we are in agreement. Having established the equivalency of these two approaches we extend the formulation to consider states beyond the ground state. Because of the analytic complexities of the expressions we adapt the symbolic capabilities of *Mathematica* generating explicit analytic functions for the potential energies. Our work includes fresh graphic information not reported in various literatures; it puts the formulation to perspective. Currently we are extending the investigation to include electrostatic energies corresponding to the electron cloud-cloud interaction. Although this issue has been already investigated for the ground state configuration, there is no complete formulation to include the excited states. Pursuing our new initiative thus far, we have realized the complexities of the mathematical challenges. The author doubts that the electron exchange term of the coulomb energy of the excited states will ever be solved analytically!
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