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ABSTRACT

In this paper, we review recent developments in modeling term structures of market yields on default-free bonds. Our discussion is restricted to continuous-time dynamic term structure models (DTSMs). We derive joint conditional moment generating functions (CMGFs) of state variables for DTSMs in which state variables follow multivariate affine diffusions and jump-diffusion processes with random intensity. As an illustration of the pricing methods, we provide special cases of the general formulations as examples. The examples span a wide cross-section of models from early one-factor models of Vasicek to more recent interest rate models with stochastic volatility, random intensity jump-diffusions and quadratic-Gaussian DTSMs. We also derive the European call option price on a zero-coupon bond for linear quadratic term structure models.
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1. Introduction

In this review, we summarize available continuous time technology for pricing default-free term structures. Our main goal is to provide a unified approach to the pricing exercise based on well-developed application of stochastic calculus to finance problems. In our discussions, we always start from state variable processes given under a risk-neutral measure. We make no attempt to systematically present the transition between the actual measure and the risk-neutral measure. Thus, we leave out the question of reconciling time series properties of the underlying state variables (such as short rate), which are defined under the actual measure, and the properties of the market yields (or, equivalently, bond prices), which are derived under the risk-neutral measure.

We begin with affine diffusion models of interest rates. The menu of available models in this class is truly vast.1 The most redeeming features of this class of models are the availability of closed form solutions for derivatives on the short rate and the ability of models to reproduce a variety of term structure patterns. Models in this class have closed form solutions for bond and bond option prices, which makes them particularly attractive for empirical work. Some models in this class, especially two- or three-factor models, are flexible enough to have a satisfactory fit to observed term structures. The last property is essential for pricing options on bonds. Extended versions of Vasicek and CIR (e.g., [2,5,14]) allow for time-varying coefficients in state variable dynamics. This extra feature allows the model to fit the initial term structure.

Discontinuous movements in interest rates are caused by central banks and unexpected news announcements. In order to implement a specific policy, monetary authorities often use specific rate-setting rules which result in entire yield curve shifts in line with movements in the benchmark rate. Empirical evidence suggests that interest rates exhibit substantial skewness and kurtosis, and hence jump-diffusion interest rate models are more appropriate.2 In deriving the term structure of spot rates for the case of discontinuous interest rates, we stay within the affine jump-diffusion class of models. The bond prices are still available in near-closed form up to the solutions of Riccati ordinary differential equations for the coefficients of the conditional moment generating function of the state variables.

Market spot rates are mostly positive, and a class of quadratic interest rate models is designed to restrict spot rates to be positive without ruining the bond price tractability. Square-Gaussian models, in which the short rate is

1Examples include the original one-factor model [1], extended Vasicek ([2,3]), one-factor Cox-Ingersoll-Ross models ([2,4-7]), two-factor Cox-Ingersoll-Ross models ([2,8,9]), three-factor models ([10-12]). For a more detailed list of models we refer the reader to [13].

2The number of models in this class is vast. Examples include [15-23], [19-21,24-26] provide evidence that jumps are essential in modeling interest rate distribution. [27] provide a general approach to interest rate derivative pricing for exponential affine jump-diffusion models of interest rates.
a sum of squares of Gaussian state variables, have been investigated by [28-30]. The models of Quadratic-Gaussian class were studied by [31-35]. The mathematics of these models is similar to that of affine jump diffusions and also allows closed form solutions for bond prices in the exponential quadratic form.

Previous jump-diffusion TSMs treat short rate intensity in one of the following restrictive ways:

1. A deterministic function of the short rate ([26]);
2. Constant except for FOMC meeting days and macroeconomic news announcements, in which case it is a linear function of short rate, interest rate volatility, and Fed rate target; or
3. A function of the spread between the Fed funds rate and the target.

Thus, we also consider a recent extension of a class of Linear-Quadratic term structure models (LQTSMs) to a class of jump-diffusion TSMs in which short rate jump intensity follows its own stochastic process (see [36-38] for details). We show how this model class is designed to have a closed form conditional moment generating function and bond prices. Despite strong restrictions on state variable processes that are necessary to obtain closed form bond prices, [36] shows that the inclusion of random intensity improves the model fit to both the dynamics of the term structure and that of the volatility term structure. The main mechanism of improved fit is the short term kurtosis of the short rate.

The rest of this paper is organized as follows. In Section 2, we present a general technique of solving for joint CMGF of an affine state vector and its integral. Special cases include CMGF of an affine vector and bond prices within affine model class. Section 3 covers affine jump-diffusion DTSMs. Finally, we close with a review of quadratic Gaussian models and a more general class of linear quadratic class of DTSMs with jumps of random intensity. We also derive the price of a European call option using a generalized transform.

2. Affine Term Structure Models

In this section we provide general results for affine models. As an illustration, we also give detailed account of some popular special cases.

Definition. Let \( Y \) be a vector of \( n \) state variables, and let \( r \) be the short rate. A model is affine if the state vector solves the following diffusion SDE:

\[
\begin{align*}
\text{d}Y &= \kappa(\theta - Y)\text{d}t + \Sigma V \text{d}W, \\
r &= \delta_0 + \delta Y,
\end{align*}
\]

where \( \kappa \in \mathbb{R}^{n \times n}, \theta \in \mathbb{R}^{n \times 1}, \Sigma \in \mathbb{R}^{n \times n} \) (constant matrix), \( \delta_0 \in \mathbb{R}, \delta \in \mathbb{R}^{n \times 1}, V \) is a diagonal \( \mathbb{R}^{n \times n} \) matrix such that \( V V' = \text{diag}(\alpha + \beta'Y) \), and \( W \in \mathbb{R}^{n \times 1} \) is a vector of standard Wiener processes. We assume that an equivalent martingale measure (EMM) exists, and all processes and expectations (unless stated otherwise) are understood as those under the EMM, e.g., the process in (2.1) is written under the EMM. The SDE (2.1) implies that the joint conditional moment generating function (CMGF) of the state vector is exponential affine:

\[
\phi(u,t) = E_t \left[ e^{u'r} \right] = e^{u\phi(t)} Y_t,
\]

where \( \tau = T - t \).

The following lemma is a special case of [39] with no jumps.

Lemma 2.1. Assume that a state vector \( Y \) satisfies (2.1). Consider the following boundary value problem:

\[
\begin{align*}
\frac{\partial f}{\partial t} + \left( \kappa(\theta - Y) \right) \cdot \nabla f &= 0, \\
\frac{1}{2} \text{tr} \left[ \Sigma \Psi \nabla Y, f \Sigma \right] - \alpha r(t) f &= 0, \\
f(t,Y) &= e^{\Omega Y},
\end{align*}
\]

This problem has a stochastic solution of the form\(^3\)

\[
f(t,Y) = E_t \left[ e^{-\alpha \int_0^T (s,Y) \text{d}s + u'T} \right]
\]

with the following initial conditions: \( \phi_0(0) = 0 \) and \( \phi_1(0) = u \).

Proof. Applying Ito’s lemma to function

\[
Z_u = f \left( w,Y_u \right) \exp \left( -\alpha \int_0^u (s,Y) \text{d}s \right)
\]

we have\(^4\)

\[
Z_t = f \left( T,Y_t \right) \exp \left( -\alpha \int_0^T (s,Y) \text{d}s \right)
\]

\[
= f \left( t,Y_t \right) + \int_0^T \left( \frac{\partial f}{\partial s} + \left( \kappa(\theta - Y) \right) \cdot \nabla Y, f \right) \text{d}s
\]

\[
+ \frac{1}{2} \text{tr} \left[ \Sigma \Psi \nabla Y, f \Sigma \right] - \alpha r(s) f \text{d}s.
\]

After taking the conditional expectation of both sides and noting that the first of the two integrals on the right hand side is zero due to (4), we have

\[
f \left( t,Y_t \right) = E_t \left[ \exp \left( -\alpha \int_0^T (s,Y) \text{d}s \right) f \left( T,Y_T \right) \right]
\]

\[
= E_t \left[ \exp \left( -\alpha \int_0^T (s,Y) \text{d}s + u'T \right) \right]
\]

\(^3\) used the extended transform to price derivatives in closed-form using inverse Fourier transform.

\(^4\) This expression holds even if the terminal time, \( T \), is random. In this case, the formula is known as Dynkin’s formula.
In order to prove the exponential affine form of the solution (2.6) to (2.4), it suffices to use it as a guess and find the equations determining \( n+1 \) coefficients \( \phi_0(\tau) \) and \( \phi_1(\tau) \). Substitution of \( f(t,Y) = \exp(\phi_0(\tau)+\phi_1(\tau)Y) \) into (2.4) produces the following equation that must hold for any value of the state vector:

\[
\frac{\partial}{\partial t} \phi_0(\tau) + \frac{\partial}{\partial \tau} \phi_0(\tau) + \frac{\partial}{\partial \tau} \phi_1(\tau) + \frac{1}{2} \frac{\partial^2}{\partial \tau^2} \phi_1(\tau) + \mathbf{H}_0 \phi_1(\tau) - \alpha (\delta_0 + \delta \phi_1(\tau)) = 0
\]

(2.7)

where \( \mathbf{H}_0 \) and \( \mathbf{H}_1 \) can be inferred from the following expression:

\[
\Sigma V V' = \Sigma \text{diag}(\alpha) \Sigma' + \Sigma \text{diag}(\beta Y) \Sigma'
\]

(2.8)

It follows from (2.5) that the initial values are \( \phi_0(0) = 0 \) and \( \phi_1(0) = u \).

The expression for MGF for an affine diffusion is just a special case of the above result for \( \alpha = 0 \): 5

\[
\phi(u,t) = E_t[\exp(uY)] = \exp(\phi_0(\tau)+\phi_1(\tau)Y).
\]

(2.9)

The coefficients satisfy the following Riccati ODEs:

\[
\frac{\partial}{\partial t} u_0(\tau) + \kappa u_0(\tau) + \frac{1}{2} u_0(\tau) + \mathbf{H}_0 u_0(\tau) = 0,
\]

\[
\frac{\partial}{\partial t} u_1(\tau) - \kappa u_1(\tau) + \frac{1}{2} u_1(\tau) + \mathbf{H}_1 u_1(\tau) = 0,
\]

(2.10)

where the expectation is under a EMM. The expectation in (2.10) is a special case of (2.6) with \( \alpha = 1 \) and \( u = 0 \). Given these restrictions, the bond price has exponential affine form

\[
D_t(t,Y) = \exp(\phi_0(\tau)+\phi_1(\tau)Y)
\]

and satisfies the following PDE:

\[
\frac{\partial}{\partial t} D_t(t,Y) + \mathbf{H}_0 D_t(t,Y) = \alpha (\delta_0 + \delta \phi_1(\tau))
\]

(2.11)

Bond price coefficients \( \phi_0(\tau) \) and \( \phi_1(\tau) \) solve the following system of Riccati equations (a special case of (2.7)-(2.8)):

\[
\frac{\partial}{\partial \tau} \phi_0(\tau) + \kappa \phi_0(\tau) + \frac{1}{2} \phi_1(\tau) \mathbf{H}_0 \phi_1(\tau) - \delta_0 = 0
\]

(2.12)

\[
\frac{\partial}{\partial \tau} \phi_1(\tau) - \kappa \phi_1(\tau) + \frac{1}{2} \phi_1(\tau) \mathbf{H}_1 \phi_1(\tau) - \alpha \delta_1 = 0
\]

(2.13)

The spot rate is given by

\[
r_t = -\frac{1}{\mathbb{E}_t[\exp(-\phi_0(\tau)-\phi_1(\tau)Y)]}
\]

(2.14)

Taking limits as \( \tau \to 0 \), we obtain the short rate \( r_t \) (which is also given in (2.2))

\[
r_t = \delta_0 + \delta \phi_0(\tau) - \frac{\phi_0(\tau)}{\tau} \mathbf{Y_t}
\]

(2.15)

2.1. One-Factor Interest-Rate Models

In this section we provide closed form expressions of the default-free bond prices with details. Under the EMM, the evolution of this process is described by a diffusion Gauss-Markov process of the form:

\[
\text{dr}(t) = \mu(t)\text{dt} + \sigma(t)\text{dW}(t),
\]

(2.16)

where \( \{W(t), t \geq 0\} \) is a standard Brownian motion and \( \mu(t) \) and \( \sigma(t) \) are suitable processes adapted to \( \mathcal{F}_t = \sigma(W(u), 0 \leq u \leq t) \). The usual assumption is that \( \mu(t) \) and \( \sigma(t) \) are simply functions of the short rate \( r(t) \) and time \( t \), i.e., \( \mu(t) = \mu(r(t), t) \) and \( \sigma(t) = \sigma(r(t), t) \).

**Theorem 2.2.** Consider the Hull and White model of the form

\[
\text{dr}(t) = \left(\alpha(t) - \beta(t)r(t)\right)\text{dt} + \sigma(t)\text{dW}(t),
\]

(2.17)

where \( \alpha(t), \beta(t) \) and \( \sigma(t) \) are non-random functions of \( t \) such that
\[
\int_0^T \left[ \left| \mu(t) \right| + \left| \beta(t) \right| + \sigma^2(t) \right] dt < \infty. \tag{2.18}
\]

The price at time \( t \) of a zero-coupon default free bond paying \$1 at time \( T \) is
\[
B(t, T) = \exp \left( A(t, T) - r(t) C(t, T) \right), \tag{2.19}
\]
where
\[
A(t, T) = \frac{1}{2} \int_t^T \left( \frac{g(u)}{g(t)} \alpha(s) ds \right)^2 du - \int_t^T \frac{g(u)}{g(t)} \alpha(s) ds du,
\]
\[
C(t, T) = \frac{\beta(t)}{g(t)} \text{ and } g(t) = \exp \left( -\int_t^T \beta(s) ds \right).
\]


Proof. Under these assumptions (2.18) the Equation (2.17) has a unique (strong) solution
\[
r(t) = g(t) \left( r_0 + \int_0^t \frac{\alpha(s)}{g(s)} ds + \frac{\sigma(s)}{g(s)} dW_s \right).
\]
Since \( r = (r(t))_{t \geq T} \) is the Markov process, it follows that
\[
B(t, T) = \mathbb{E} \left[ \exp \left( -\int_t^T r(s) ds \right) r(T) \right] = \mathbb{E} \left[ \exp \left( -I(t, T) \right) r(T) \right],
\]
where \( I(t, T) = \int_t^T r(s) ds \) is conditionally normal. The conditional mean, variance, and the Laplace transform are given as:
\[
\mathbb{E} \left[ I(t, T) \right] = \int_t^T r(s) ds,
\]
\[
\text{var} \left[ I(t, T) \right] = \int_t^T \left( r(s) \right)^2 ds,
\]
and
\[
\mathbb{E} \left[ \exp \left( -I(t, T) \right) r(T) \right] = \exp \left( \frac{1}{2} \text{Var} \left[ I(t, T) \right] - \mathbb{E} \left[ I(t, T) \right] \right). \]

Hence the default-free time \( t \) bond price is given by
\[
B(t, T) = \exp \left( A(t, T) - r(t) C(t, T) \right).
\]

Note 1. The Vasicek model is a special case with constant coefficients: \( \mu(t) = \alpha (\beta - r(t)) \) and \( \sigma(t) = \sigma (\alpha \beta \gamma) \), such that \( \alpha (t) = \beta \gamma \), \( \beta (t) = \alpha , \sigma (t) = \sigma \). It follows from Theorem 2.2 that
\[
C(t, T) = e^{\alpha \gamma} \int_t^T e^{-\alpha \gamma} dv = \frac{1}{\alpha} \left( 1 - e^{-\alpha \gamma (T-t)} \right) \tag{2.20}
\]
\[
A(t, T) = \int_t^T e^{\alpha \gamma (v-t)} \int_t^T e^{-2\alpha \gamma (v-t)} \left( \int_t^T e^{-\alpha \gamma} dv \right)^2 dv - \frac{1}{2} \left( C(t, T) - T + t \right) \left( \frac{\alpha \beta - \sigma^2 / 2}{\alpha^2} \right) + \frac{\sigma^2 C^2 (t, T)}{4 \alpha}. \tag{2.21}
\]

Note 2. For the extended Vasicek model, \( \alpha (t) = \alpha \theta (t) \), \( \beta (t) = \alpha \), it follows from Theorem 2.2 that
\[
C(t, T) = e^{\alpha \theta (t)} \int_t^T e^{-\alpha \gamma} dv = \frac{1}{\alpha} \left( 1 - e^{-\alpha \gamma (T-t)} \right) \tag{2.22}
\]
\[
A(t, T) = \int_t^T e^{\alpha \theta (v)} \int_t^T e^{-2\alpha \gamma (v-t)} \left( \int_t^T e^{-\alpha \gamma} dv \right)^2 dv - \frac{1}{2} \left( C(t, T) - T + t \right) \left( \frac{\alpha \beta - \sigma^2 / 2}{\alpha^2} \right) + \frac{\sigma^2 C^2 (t, T)}{2 \alpha}. \tag{2.23}
\]

Theorem 2.3. Consider the Cox, Ingersoll and Ross (CIR) model, the interest rate process \( r(t) \) is given by
\[
dr_t = (\alpha - \beta r(t)) dt + \sigma \sqrt{r(t)} dW_t(t),
\]
where \( r(t) \) is given. The price at time \( t \) of a zero-coupon bond paying \$1 at time \( T \) is
\[
B(t, T) = e^{\gamma (t) (T-t) - A(t, T)},
\]
where
\[
C(t, T) = \frac{\sinh (\gamma (T-t))}{\gamma \cosh (\gamma (T-t)) + \frac{1}{2} \beta \sinh (\gamma (T-t))},
\]
\[
A(t, T) = -\frac{2\alpha}{\sigma^2} \log \left( \frac{\gamma e^{2\alpha \gamma (T-t)}}{\gamma \cosh (\gamma (T-t)) + \frac{1}{2} \beta \sinh (\gamma (T-t))} \right),
\]

Copyright © 2012 SciRes.
and \( \gamma = \frac{1}{2} \sqrt{\beta^2 + 2\sigma^2} \).

Proof. See the Appendix.

### 2.2. Multi-Factor TSMs

There is substantial evidence that bond yields have time-varying conditional volatilities (see, e.g., [45,46]). Even though general single-factor DTSMs do have built-in time varying bond yield volatilities (except for basic Gaussian affine and lognormal models), however, they cannot match the variation observed in practice. For example, single-factor models tend to understate the volatility of long-term yields, overstate the correlation between yields of different maturities, require mean reversion properties that cannot simultaneously match cross section and time series of bond yields. There is also evidence that linear drift term in single factor models is misspecified. Multifactor models are designed to address some of these issues.

Here, we give an example of a three-factor affine family model presented in [11]. The short rate is a CIR process with long run mean (central tendency) following an Ornstein-Uhlenbeck process and stochastic volatility following a CIR process all under an EMM. The state vector \( Y = (r, \theta, V)^T \) is defined as follows:

\[
\begin{align*}
  r &= \kappa (\theta - r) dt + \sqrt{V} dW_r \\
  d\theta &= \alpha (\beta - \theta) dt + \sigma_{\theta} dW_{\theta} \\
  dV &= a (b - V) dt + \sigma_v \sqrt{V} dW_v
\end{align*}
\]

where \( E[dW_r dW_{\theta}] = \rho dt \), and all other correlations are zero.

According to (2.11), the price of a zero coupon bond in this model satisfies the following PDE:

\[
\begin{align*}
  \partial_t D + \kappa (\theta - r) \partial_r D + a (b - V) \partial_r D + \alpha (\beta - \theta) \partial_\theta D + a \partial_\theta (b - V) - \frac{1}{2} (\sigma_{\theta}^2 \partial_{\theta\theta} D + \sigma_v^2 \partial_{vv} D + \partial_r \sigma_v \partial_r V + 2 \rho \sigma_r \sigma_v \partial_r V) - rd = 0
\end{align*}
\]

Since the model is in the affine category, we look for a solution in the following form:

\[
D(t,r,\theta,V) = e^{\phi_1(t) + \phi_2(t) \theta + \phi_3(t) V}
\]

where vector \( \phi_1(t) \) has three components \( \phi_{11}(t), \phi_{12}(t), \) and \( \phi_{13}(t) \). The Riccati Equations (2.12) and (2.13) along with the boundary conditions (2.14) imply

\[
\begin{align*}
  \partial_t \phi_0 + \frac{1}{2} \sigma_v^2 \phi_{12}^2 + \frac{1}{2} \sigma_{\theta}^2 \phi_{11}^2 + \alpha \beta \phi_{12} + ab \phi_{13} + \frac{1}{2} \sigma_{\theta}^2 \phi_{13}^2 &= 0 \\
  \partial_t \phi_{11} + \kappa \phi_{11} + 1 &= 0 \\
  -\partial_t \phi_{12} + \kappa \phi_{12} - \alpha \phi_{12} &= 0
\end{align*}
\]

Explicit solutions for \( \phi_{11}(t) \) and \( \phi_0(t) \) are not available. However, numerical solutions are easy to obtain.

### 3. Affine Jump-Diffusion DTSMs

There is a growing body of empirical research showing that discontinuous behavior of interest rates is essential in correctly describing their distribution and fitting terms structures to the data. e.g., [24-26] all find that introducing jumps substantially improves the fit of the conditional distribution of short-term interest rates compared to that of nested diffusion models.\(^6\)

The relative scarcity of empirical work on models of discontinuous interest rates is most likely related to far less tractable mathematics involved in these models. Interest rates are mean reverting. In general, the mean reversion feature combined with jumps in the interest rates makes the moments of jump-diffusion distribution dependent on the timing of the jumps. However, in jump-diffusion models it turns out that the density of equity returns does not depend on the jump times. In order to derive the expression for the CMGF of the state variables and bond prices for the case of affine jump diffusion we generalize the Lemma 2.1 in order to include jumps. The CMGF for a jump-diffusion process turns out to be the product of CMGFs of continuous and jump parts of the processes.

**Definition.** Let \( Y \) be a vector of \( n \) state variables and \( r \) is the short rate. A model is affine if the state vector solves the following diffusion SDE:

\[
dY = \kappa (\theta - Y) dt + \Sigma dW + JdN
\]

where \( \kappa \in \mathbb{R}^{n \times n}, \theta \in \mathbb{R}^{n \times 1}, \Sigma \in \mathbb{R}^{n \times n} \) constant matrix, \( \delta_n \in \mathbb{R}, \delta_i \in \mathbb{R}^{n \times 1}, V \) is a diagonal \( \mathbb{R}^{n \times n} \)-matrix such that \( VV^T = \text{diag}(\alpha_i + \beta_i^2) \), \( W \in \mathbb{R}^{n \times 1} \) is a vector of stand-

\(^6\)Jump-diffusion models of interest rates are numerous. e.g., [15] generalise the equilibrium model of CIR by including jumps in the dynamics of underlying state variables. [21,22], and [18] augment the Vasicek model with jumps in the short rate. [39] consider a general class of affine jump-diffusion models.
ard Wiener processes, \( q \) is a Poisson counter with state-dependent intensity, a positive affine function of \( Y \), \( (Y) = \lambda_0 + \lambda Y \), and \( J \) is a jump size with time-homogeneous MGF \( \phi_j(u) = E e^{uJ} \). We assume that jump size and jump arrival times are uncorrelated with the diffusion part of the process. In general, jump sizes can be correlated across different state variables.

As before, (2.2) is the expression for the short rate. We again assume that an equivalent martingale measure (EMM) exists, and all processes and expectations (unless stated otherwise) are understood as those under the EMM. The SDE (3.1) implies that the joint conditional moment generating function (CMGF) of the state vector is exponential affine. To see why this is the case, we extend the lemma of section 2 to include jumps.

**Lemma 3.1.** Assume that a state vector \( Y \) satisfies (3.1). Then, the joint CMGF of process \( Y \) and its integral is given by the following expression

\[
    f(t, Y) = E_t \left[ \exp \left( -\int_0^t r(s, Y_s) ds + u'Y_Y \right) \right]
\]

where \( t = T - t \). This CMGF solves the following boundary value problem:

\[
    \partial_t f + Af - r(t, Y) f = 0 \tag{3.3}
\]

where

\[
    Af = \left[ \kappa (\theta - Y) \right] \partial_t f + \frac{1}{2} tr \left( V \Sigma \partial_{YY} f \right) + \lambda (Y) \left( E_t f(t, Y) + J - f(t, Y) \right) \tag{3.5}
\]

is the infinitesimal generator of state variable \( Y \) applied to the function \( f \). Coefficients \( \varphi_0(\tau) \) and \( \varphi_1(\tau) \) satisfy the following ODEs:

\[
    \partial_{\tau} \varphi_0(\tau) + \kappa \varphi_1(\tau) + \frac{1}{2} \varphi_1(\tau)' H_{\tau} \varphi_1(\tau) + \lambda \left( \varphi_1(\tau) - 1 \right) - \delta_0 = 0 \tag{3.6}
\]

\[
    \partial_{\tau} \varphi_1(\tau) - \kappa \varphi_1(\tau) + \frac{1}{2} \varphi_1(\tau)' H_{\tau} \varphi_1(\tau) + \lambda \left( \varphi_1(\tau) - 1 \right) - \delta_1 = 0 \tag{3.7}
\]

\[
    \varphi_0(0) = 0, \varphi_1(0) = u \tag{3.8}
\]

**Proof.** The proof is somewhat similar to the proof of Lemma 2.1. To find equations for the coefficients \( \varphi_0(\tau) \) and \( \varphi_1(\tau) \), we insert exponential affine solution expression (3.2) into (3.3). The resulting expression

\[
    \partial_{\tau} \varphi_0(\tau) + \kappa \varphi_1(\tau) + \frac{1}{2} \varphi_1(\tau)' H_{\tau} \varphi_1(\tau) + \lambda \left( \varphi_1(\tau) - 1 \right) - \delta_0 = 0 \tag{3.6}
\]

\[
    \partial_{\tau} \varphi_1(\tau) - \kappa \varphi_1(\tau) + \frac{1}{2} \varphi_1(\tau)' H_{\tau} \varphi_1(\tau) + \lambda \left( \varphi_1(\tau) - 1 \right) - \delta_1 = 0 \tag{3.7}
\]

\[
    \varphi_0(0) = 0, \varphi_1(0) = u \tag{3.8}
\]

must hold for all values of the state variables, which results in ODEs (3.6)-(3.8).

### 3.1. One-Factor Jump-Diffusion Vasicek Model

The valuation of fixed income securities requires transition from actual to EMM measure. In general, this task can be accomplished by specifying a stochastic discount factor (SDF) for the economy. In continuous time, the SDF, \( M \), places a restriction on a price \( D_t \) of a zero-coupon bond according to the following Euler condition (see [47]):

\[
    E_t \frac{dD_t}{D_t} = -E_t \frac{dM_t}{M_t} - E_t \frac{dM_t}{M_t} dD_t - \lambda dN_t \tag{3.9}
\]

In a model adapted from [22], the SDF satisfies a jump-diffusion SDE:

\[
    \frac{dM}{M} = \theta_d dW - \theta_j (dN - \lambda dt) \tag{3.9}
\]

where \( \theta_d \) is the price of diffusion risk, \( \theta_j \) is the price of jump risk, \( dN - \lambda dt \) is a demeaned (compensated) Poisson process with intensity \( \lambda \) jumps per year. They also assume that the sort rate follows O-U process with jumps:

\[
    r = k(\theta - r) dt + \sigma dW + J dN. \tag{3.9}
\]

The zero-coupon bond price, being a function of time, \( t \), and the short rate, \( r \), satisfies the following Ito SDE:

\[
    dD = \left( -D_r + k(\theta - r) D_r + \frac{1}{2} \sigma^2 D_{\tau} \right) dt + \sigma D_{\tau} dW + \left[ D(r + J, t) - D(r, t) \right] dN \tag{3.10}
\]

Define \( q = E_t \left[ D(r + J, t) - D(r, t) \right] \) and substitute the above differential into the Euler condition to obtain the following PDE for the zero-coupon bond price:

\[
    E_t dD = r D d\tau + E_t \left( \theta_q \sigma D_r + \theta_j \lambda \left[ D(r + J, t) - D(r, t) \right] \right) dt
\]

\[
    -D_r + k(\theta - r) D_r + \frac{1}{2} \sigma^2 D_{\tau} + \lambda q \tag{3.10}
\]

\[
    = r D + \theta_q \sigma D_r + \theta_j \lambda q \tag{3.10}
\]
The resulting PDE describes the evolution of the bond price under EMM. Under this risk-neutral measure the short rate process satisfies

\[
dr = k\left(\theta^0 - r\right)dt + \sigma dW^Q + JdN^Q
\]

\[
\theta^0 = \theta - \frac{\sigma \sigma }{k},
\]

\[
dW^Q = dW + \theta_n dt
\]

The transformed counting process has new risk-adjusted intensity \( \lambda^Q = \lambda(1 - \theta) \). The PDE (3.11) belongs to a class that generates exponential-affine bond prices. Thus, we look for a solution to the bond price in the following form:

\[
D(r, \tau) = e^{\theta(r) + B(r)\tau}.
\]

Inserting this expression into the PDE, we have

\[
-A' - B'r + k\left(\theta^0 - r\right)B + \frac{1}{2}\sigma^2B^2 + \lambda^Q \left(\phi_j\left(B) - 1\right) - r = 0,
\]

where \( \phi_j(B) = Ee^{B_j} \) is the MGF of the jump size. The above expression is an identity that must hold for any values of time and short rate. This requirement leads to separate ODEs for coefficients \( A \) and \( B \):

\[
A' = k\theta^0 B + \frac{1}{2}\sigma^2B^2 + \lambda^Q \left(\phi_j\left(B\right) - 1\right),
\]

\[
B' = -kB - 1,
\]

\[
A(\tau = 0) = B(\tau = 0) = 0.
\]

The terminal condition (3.14) follows from the fact that the bond has face value of \( \$1 \) at maturity. Subject to (3.14), solutions to (3.12)-(3.13) are given by

\[
B(\tau) = \frac{e^{-\tau r} - 1}{k},
\]

\[
A(\tau) = \frac{1}{k} \left[ k\theta^0 B(s) + \frac{1}{2}\sigma^2B(s)^2 + \lambda^Q \left(\phi_j\left(B(s)\right) - 1\right) \right] ds.
\]

### 3.2. One-Factor Cox-Ingersoll-Ross Model with Jumps

[4] develops a general equilibrium model for a standard economy with a representative agent with log-utility preferences, and shows that the short rate is a linear function of the single state variable that drives the economy. The short rate therefore inherits the same dynamic properties as the state variable and follows the square root SDE \( \theta \) (in this case, we also augment it with a jump-diffusion component; see also [15]):

\[
dr = k^Q \left(\theta^Q - r\right)dt + \sigma \sqrt{r}dW^Q + JdN^Q \tag{3.15}
\]

According to the first fundamental theorem of finance, discounted prices are martingales. Thus, a zero-coupon bond price satisfies the following PDE:

\[
-D_r + k^Q \left(\theta^Q - r\right)D_r + \frac{1}{2}\sigma^2D_{rr} + \lambda^Q \left(\phi_j\left(B\right) - 1\right) - rD = 0
\]

The relation between risk neutral and actual measure parameters is based on the CIR pricing kernel:

\[
\frac{dM}{M} = -rdt - \theta_n \sqrt{r}dW - \theta_j \left(\sigma - \lambda dt\right),
\]

\[
dW^Q = dW + \theta_n \sqrt{r}dt,
\]

where \( \lambda^Q = \lambda(1 - \theta) \), \( k^Q = k + \theta_n \sigma \) and \( \theta^Q = \frac{k\theta}{k + \theta_n \sigma} \). Substituting a solution of the form \( e^{\theta(r) + B(r)\tau} \) into the above PDE, just like in the one-factor Vasicek model, we obtain two separate ODEs for the functions \( A(\tau) \) and \( A(\tau) \):

\[
A(\tau) = \frac{r \left(\frac{1}{2}\sigma^2B + \theta^0 B + \lambda^Q \left(\phi_j\left(B\right) - 1\right) - 1\right) - \left(-A_r - k^Q \theta^0 B + \lambda^Q \left(\phi_j\left(B\right) - 1\right)\right)}{\sigma^2 B^2 - 1}
\]

\[
A(\tau = 0) = B(\tau = 0) = 0.
\]

Integrating the two ODEs, we have the solution for the CIR zero-coupon bond price with jumps in the short rate:

\[
D(r, \tau) = e^{\theta(r) + B(r)\tau},
\]

where

\[
\lambda^Q = \lambda(1 - \theta), \quad k^Q = k + \theta_n \sigma \quad \text{and} \quad \theta^Q = \frac{k\theta}{k + \theta_n \sigma}
\]

We assume here that the process is already under EMM.
and
\[ \xi = \sqrt{(k^2 + 2\sigma^2)}. \]

### 3.3. A Two-Factor Vasicek Model with Jumps in the Long-Run Mean

In this two-factor model, the two state variables are the short rate, \( r \), and the central tendency (long-run mean) of the short rate, \( \mu \). We assume as before that both risks are priced as follows:

\[
\frac{dM}{M} = -rdt - \theta_w dW - \theta_j (dN - \lambda dt)
\]

where parameters have the same definitions as in (3.19). Under the EMM, the short rate follows a standard Vasicek model, and the long run-mean of the short rate is given by a pure jump process:

\[
dr = k\left(\mu - r - \frac{\theta_w}{\kappa}\right)dt + \sigma dW^Q
\]

and

\[
d\mu = JdN^Q.
\]

The corresponding PDE for a zero-coupon bond price:

\[
-D_r + A^Q D - r D = 0, \tag{3.16}
\]

\[
A^Q D = k\left(\mu - r - \frac{\theta_w}{\kappa}\right)D_r + \frac{\sigma^2}{2}D_{rr} + \lambda^Q E^Q \left[ D(r + J, t) - D(r, t) \right],
\]

\[
\lambda^Q = \lambda(1-\theta_j).
\]

Since we are dealing with an exponential affine model once again, we can write the solution as

\[
D(r, \mu, \tau) = e^{A(\tau)-B(\tau)-C(\tau)\mu}.
\]

Substituting this solution into (3.16), the PDE breaks down into three separate ODEs for functions \( A(\tau) \), \( B(\tau) \), and \( C(\tau) \):

\[
0 = r(kB - B_r - 1) + \mu(C_r - kB) + \left[-A_r + \theta_w \sigma B + \frac{\sigma^2}{2}B^2 + \lambda^Q \left[ \phi_j (-C)-1 \right]\right]
\]

\[
A(0) = B(0) = C(0) = 0
\]

The functions \( B(\tau) \) and \( C(\tau) \) are given by:

\[
B(\tau) = \frac{1 - e^{-\lambda r}}{\kappa} \quad \text{and} \quad C(\tau) = \tau - B(\tau).
\]

Moreover, the function \( A(\tau) \) can be obtained numerically by using

\[
A(\tau) = \left[ \theta_w \sigma B(s) + \frac{\sigma^2}{2}B^2(s) + \lambda^Q \left[ \phi_j (-C(s))-1 \right] \right] ds.
\]  \tag{3.17}

Note: When the jump size is normally distributed with mean \( \mu_j \), variance \( \sigma_j^2 \), and MGF

\[
E e^{-\kappa C(\tau)} = \exp\left[-\mu_j C(\tau) + \frac{1}{2}\sigma_j^2 C(\tau)^2\right],
\]

by using the following first-order Taylor series approximation as in [18],

\[
E e^{-\kappa C(\tau)} - 1 = -\mu_j C(\tau) + \frac{1}{2}\sigma_j^2 C(\tau)^2
\]

the function (3.17) turns out to be:

\[
A(\tau) = -\frac{4k\lambda^Q \mu_j - \lambda^Q \sigma_j^2 + 4k\sigma\theta_w + 3\sigma^2}{4k^3}
\]

\[
+ \tau \left[ -\frac{2k\left(\lambda^Q \mu_j + \sigma\theta_w\right)}{k} + \frac{\sigma^2 + \lambda^Q \sigma_j^2}{k} \right]
\]

\[
+ e^k \left[ \frac{\lambda^Q (k\mu_j + \sigma\theta_w)\tau^2}{k} + \frac{1}{6} \lambda^Q \sigma_j^2 \tau^3 \right]
\]

\[
+ e^{2k \tau} \left[ \frac{\sigma^2 + \lambda^Q \sigma_j^2}{4k^3} \right]
\]

Under the normality assumption of the jump sizes, the closed-form approximate solution for bond prices becomes very useful for calibration, estimation and testing.

### 4. The Quadratic Model

The common problem with most interest rate models is that interest rates can become negative (except in CIR-type models). Even though negative interest rates are not impossible, they are rare. This fact has led to the need to develop models of interest rates that guarantee positive rates. The models in this category are numerous.\(^9\) However, most of these early models suffer from various problems. e.g., a rational log-normal model of [48] suffers from calibration problems in that bond prices and short rates are bounded both from below and above. As a result this model is arbitrage free only for a finite period of time. This restriction proves too binding in empirical work. Other ways of guaranteeing positive rates is to transform the state variable. Popular class of models that achieve that is log-\( r \) models. The short rate is the exponent of a state variable \( Y_r, r = e^Y \), which follows an extended Vasicek process. Historically, due to availability of easy lattice implementation tools, the two most widely used models in this class are [51,52]. However, this transformation presents theoretical problems. The

\(^9\) [18] argue that approximation is reasonable because jump sizes are typically small so that \( Q \) is expected to be small.

\[^{48}\] describes interest rate models based on a price kernel that guarantees positive rates. [49,50] provide a more detailed and general description of the model. For more detailed discussion of these and other models see [13].
problem with these models is that the expected future value of the risk-free bank account

\[ V_t = E \exp \left[ r_t ds \right] \to \infty \text{ even for arbitrarily small } t > 0 \]

(see [53]).

### 4.1. Quadratic-Gaussian Interest Rate Models

Recently, more attention has been paid to a different specification, quadratic-Gaussian, that guarantees positive rates, does not suffer from these problems, and still tractable enough to generate near closed form bond and in some cases even bond option prices. The simplest form of this model is the so-called square Gaussian model in which the short rate is simply the sum of squares of the state variable. A more general model is in the Quadratic-Gaussian (QG) class with the short rate having a general quadratic form of the state variables, which follows a process with affine drift and constant volatility. In an \( n \)-factor Quadratic-Gaussian model the short rate is

\[ r_t = a + b'Y_t + \frac{1}{2} Y_t \Sigma Y_t, \quad (4.1) \]

where \( a \in \mathbb{R}, \ b \in \mathbb{R}^{n \times 1}, \) and \( c \in \mathbb{R}^{n \times n}. \) The state variables \( Y \) follow an \( n \)-dimensional Gaussian process under a risk neutral measure:

\[ dY_t = \kappa (\theta - Y_t) dt + \Sigma dW_t, \quad (4.2) \]

where \( \kappa \in \mathbb{R}^{n \times n}, \ \theta \in \mathbb{R}^{n \times 1}, \ \Sigma \in \mathbb{R}^{n \times n} \) constant matrix, and \( W_t \in \mathbb{R}^{n \times 1} \) is a vector of standard Wiener processes. We can always rewrite the short rate in (4.1) in the following form after shifting the state variable \( Y_t \) by a constant vector:

\[ r_t = a + \frac{1}{2} Y_t \Sigma Y_t, \]

The state SDE (4.2) does not change from this transformation except for obvious redefinition of parameters. Quadratic-Gaussian models have been studied by [28, 31-35,38,54,55]. Similarly to affine models, we look for the zero coupon bond price solution to (2.10) in the following form:

\[ D_t(t,Y_t) = \exp \left[ \phi_0(t) + \phi_1(t) Y_t + \frac{1}{2} Y_t \Omega(t) Y_t \right], \quad (4.3) \]

where \( \Omega \) is \( n \times n \) matrix. The bond price satisfies PDE (2.4) with \( \alpha = 1 \) and \( u = 0. \) Using (4.3) in (2.4), we obtain the following PDE:

\[ -\partial_t \phi_0 - \partial_t \phi_1 (\tau)' Y_t - \frac{1}{2} Y_t \partial_t \Omega(t) Y_t, \]

\[ + \left[ \kappa (\theta - Y_t) \right]' \phi_0 (t) + \frac{1}{2} \left( \Omega + \Omega' \right) Y_t \phi_1 (t) \]

\[ + \frac{1}{2} \text{tr} \left[ \Sigma \phi_1 (t) \phi_1 (t)' \right] + \frac{1}{2} \left( \Omega + \Omega' \right) \phi_1 (t)' \phi_1 (t) + \frac{1}{4} \left( \Omega + \Omega' \right) Y_t \phi_1 (t)' \phi_1 (t) \]

\[ \phi_0 (t) = -\frac{1}{2} Y_t \phi_1 (t)' \phi_1 (t) - a = 0, \]

\[ \phi_1 (t) = -\frac{1}{2} Y_t \phi_1 (t)' \phi_1 (t) = 0, \]

\[ \phi_1 (t)' \phi_1 (t) = -c = 0. \]

Moreover, if the matrix \( \Omega \) is symmetric, the system reduces to

\[ -\partial_t \phi_0 - \left( \kappa \theta \right)' \phi_1 + \frac{1}{2} \text{tr} \left[ \Sigma \Omega \right] \phi_1 \]

\[ + \frac{1}{2} \phi_1 \phi_1' \phi_1 = 0, \]

\[ -\partial_t \phi_1 (t) - \kappa \phi_1 + \Omega \kappa \theta + \Omega \Sigma \phi_1 = 0, \]

\[ -\partial_t \phi_1 (t) = 0, \]

\[ \Omega - 2 \kappa \phi_1 + \Omega \Sigma \phi_1 = -c = 0. \]

**Example 1.** For a one-factor square-Gaussian model of interest rates considered in [6] and [5]:

\[ r_t = Y_t^2, \]

\[ dY_t = \left( \theta(t) - a Y_t \right) dt + \sigma dW_t. \quad (4.4) \]

For this model, the bond prices, as well as bond option prices, have closed form expressions given by the following:

1) The zero coupon bond price is

\[ D_t(t,T,Y_t) = \exp \left[ \phi_0(t,T) - \phi_1(t,T) X_t - \Omega(t,T) X_t^2 \right], \]

where

\[ X_t = Y_t - \alpha_t, \]

\[ \alpha_t = e^{-\frac{1}{2}} \left[ \sqrt{\sigma_0} + \left( \frac{1}{2} \sigma_0^2 + \theta(s) ds \right) \right], \]

\[ \phi_0(t,T) = \int_t^T \left( \frac{\sigma}{2} \phi_1(s,T) - \sigma_0^2 \Omega(s,T) - \alpha_t^2 \right) ds, \]
where 

\[ \phi_0(T, t) = \int_0^{2(\tau - \frac{1}{2})} e^{(a + \gamma) \tau - \frac{1}{2} \sigma \sqrt{T}} \left( a + \gamma \right) \alpha \, ds, \]

\[ \Omega(t, T) = \frac{e^{2(\tau - \frac{1}{2})} - 1}{e^{2(\tau - \frac{1}{2})} (a + \gamma)} \]

and

\[ \gamma^2 = a^2 + 2\sigma^2. \]

2) The European call option price with maturity \( T_1 \) and strike \( K \) written on a zero-coupon bond with maturity \( T_2 \) is given by

\[ C(T_1, T_2) = D_1(t, T_2, Y)(N(d_1) - N(d_2)) \]

\[ - KD_2(t, T_2, Y)(N(d_1) - N(d_2)) \]

with parameters given by the following expressions:

\[ d_1 = \frac{h\tau - v}{\sigma \sqrt{\tau} C(t, T_1)} \]

\[ d_2 = \frac{l\tau - v}{\sigma \sqrt{\tau} C(t, T_1)} \]

\[ d_3 = \frac{h - M(t, T_1)}{\sigma \sqrt{\tau} C(t, T_1)} \]

\[ d_4 = \frac{l - M(t, T_1)}{\sigma \sqrt{\tau} C(t, T_1)} \]

\[ v = M(t, T_1) - \phi_0(T_1, T_2) \sigma^2 C(t, T_1), \]

\[ \tau = 1 + 2\sigma^2 C(t, T_1) C(T_1, T_2), \]

\[ h = \frac{\sqrt{d} - \phi_1(T_1, T_2)}{2C(T_1, T_2)}, \]

\[ l = -\frac{\sqrt{d} - \phi_1(T_1, T_2)}{2C(T_1, T_2)}, \]

\[ d = \frac{\phi_1^2(T_1, T_2)}{2C(T_1, T_2)} \]

\[ + 4C(T_1, T_2)(\phi_1(T_1, T_2) - \ln K), \]

\[ M(t, T) = N(t, T) X - \int_0^t \sigma^2 N(s, T) \phi_1(s, T) \, ds, N(t, T) \]

\[ = \frac{2\gamma e^{2(\tau - \frac{1}{2})} - 1}{e^{2(\tau - \frac{1}{2})} (a + \gamma)} \]

4.2. Linear-Quadratic Interest Rate Model

The difficulty of fitting term structures of interest rates with diffusion models has led to the study of the impact of jumps in the interest rates on spot rate properties. [25, 26, 37, 57, 58] point out that including jumps in a model helps better explain properties of various interest rates. When extending a model in any way, we are also concerned about whether the model will still have a closed form solution for bond prices, bond option (cap, floor, swaption) prices, and whether the extension helps improve the fit of volatility term structures to those implied by swaptions and caps when the simpler model has failed to do so. In the case of including jumps into diffusion models, [59] use three years of interest rate cap price data and show that within a three factor SVJ DTSM significant negative jumps in interest rates are required to fit implied volatility smile.

[36] argue that most of the previous research is too restrictive in the way it treats jump intensity. Usual assumptions range from constant intensity to a rather restrictive functional form of underlying state variables that may include economic variables as in [37]. [36] introduce a new class of interest rate models, linear-quadratic term structure model (LQTSM). The new feature is that jump intensity is now a separate state variable that follows its own SDE. In their empirical implementation, they use essentially a 3-factor model with the state vector that includes the short rate, the random volatility, and the stochastic intensity. The rate on 3-month T-bills serves as a proxy for the short rate. To estimate parameter values [36] relies on generalized method of moments (GMM) approach of [60]. At each iteration of the GMM optimization routine, however, they have to compute the remaining two latent state variables, volatility and intensity, for every date of their dataset. They do it by resorting to the so-called implied-state GMM (IS-GMM) procedure of [61]. For given parameter values at each iteration they use high frequency futures market data on the changes in T-Bill yields to compute conditional variance and kurtosis. Stochastic volatility and intensity are then identified from these two higher moments. They find that introducing random intensity substantially improves both the model fit (through better fit of short term kurtosis) as well as the dynamics of the interest rate volatility term structure. In a VAR model run on daily data they also establish that jumps are not only associated with macroeconomic announcements or FOMC meeting dates but also with unanticipated news.

Below, we show how LQTSM class is designed to have a closed-form solution, and we give a simple example of a special case closely related to the SVJ model that [36] studies. We start with the extended transform (2.6). LQTSM class is designed (or defined) to have the following exponential LQ form for extended transform\(^1\):

\(^1[36]\) assume that the jump size distribution is Bernoulli taking a positive value \( \mu_+ > 0 \) with probability \( p \) and a negative value \( \mu_- < 0 \) with probability \( 1 - p \). We do not make any specific assumption on the jump size distribution and keep the discussion general.
where \( Y \in \mathbb{R}^{n_1} \) is a vector of state variables, \( \lambda \in \mathbb{R} \) is jump intensity, jump size vector \( J \in \mathbb{R}^{n_1} \) with time-homogeneous MGF \( \Phi J (u) = E u^J(t) \), the mean of the jump size vector \( \mu_j = E J(t) \in \mathbb{R}^{n_1} \), \( \Sigma \in \mathbb{R}^{n_1 \times n_1} \), \( W \in \mathbb{R}^{n_1} \) is a vector of standard Wiener processes, Poisson process \( N \) is independent of jump size and of the diffusion vector \( W \), \( a_r, A \in \mathbb{R} \), \( b_r, B \in \mathbb{R}^{n_1} \), and \( c_r, C \in \mathbb{R}^{n_1} \). [36] derives risk-neutral corrections to model parameters based on power-utility pricing kernel by following the approach of [4,38]. We skip this stage in the derivation and assume that all processes are already expressed under an EMM. Extended transform (4.5) must satisfy the following PDE:

\[
-\partial_t f + A f - a r(t,Y) f = 0 \tag{4.8}
\]

\[
f(T,Y) = e^{\omega Y} \tag{4.9}
\]

\[
A f = \left( \mu - \lambda \mu_j \right) \partial_r f + \frac{1}{2} \left( \partial_r^{\lambda Y} f \right) \tag{4.10}
\]

where \( Y' \) is the value of the state vector immediately after a jump. Similar to affine JD models, the expectation in the integro-differential Equation (4.8) should break up into the product of the MGFs for continuous and discontinuous parts of the state vector process as these parts are assumed independent in this specification. The only complication is the quadratic form in the definition of extended transform for LQTSM class in (4.5). [36] works around this complication by assuming that in the state vector only a subvector of, say, the first \( n_1 \) components is discontinuous, i.e., follows a JD process. The remaining \( n_2 = N - n_1 \) components are diffusions:

\[
J = \begin{pmatrix} J_{n_1 \times 1} \\ 0_{n_2 \times 1} \end{pmatrix}
\]

\[
Y = \begin{pmatrix} Y_{n_1 \times 1} \\ Y_{n_2 \times 1} \end{pmatrix}
\]

The extended transform (4.5) must be exponential quadratic only in \( Y_2 \):

\[
f(t,Y) = e^{a(t) \cdot b(t) Y_2 + \sum c(t) Y_2} \tag{4.11}
\]

In order to obtain separate ODEs for three functions \( A(\tau), B(\tau), \) and \( C(\tau) \), the next obvious requirement is that once we substitute (4.11) into (4.8) there must be no terms other than affine in \( Y \) (i.e., \( A(Y) \)) and quadratic in \( Y_2 \) (i.e., \( Q(Y_2) \)). Then, the functional forms of the short rate, \( r \), intensity, \( \lambda \), and drift and diffusion coefficients of the transition Equation (4.6) are dictated by the above requirement. For example, the second term in PDE (4.8) contains the gradient of the transform and the jump part is proportional to \( \lambda \):

\[
\partial_r f = \begin{pmatrix} f_1 \\ f_2 \end{pmatrix} \rightarrow \begin{pmatrix} n_{n_1 \times 1} \cdot \text{Const} \\ n_{n_1 \times 1} \cdot A(Y_2) \end{pmatrix}
\]

These functional forms of the gradient and the jump term jointly imply that the first \( n_1 \) components of vector \( \mu \) in (4.6) and intensity \( \lambda \) must be \( A(Y_1) \) and \( Q(Y_2) \) and the last \( n_2 \) components of vector \( \mu \) must be \( A(Y_2) \):

\[
(\mu - \lambda \mu_j) \partial_r f = \begin{pmatrix} n_{n_1 \times 1} \cdot \mu_j - \lambda \mu_j \\ n_{n_1 \times 1} \cdot \mu_j \end{pmatrix} \begin{pmatrix} f_1 \\ f_2 \end{pmatrix},
\]

\[
\lambda = a + b Y + Y c Y_2,
\]

\[
(\mu_j) = \begin{pmatrix} a_j + b_j Y + Y c_j Y_2 \end{pmatrix},
\]

\[
(\mu_j) = \begin{pmatrix} d_j + e_j Y_2 \end{pmatrix},
\]

\[
k = 1, n_1, k = 1, n_2.
\]

Just like \( \lambda \), the short rate (last term in the PDE) must be \( A(Y_1) \) and \( Q(Y_2) \):

\[
r(t,Y) = a + b' Y + Y' c' Y_2,
\]

with obvious definitions for \( a_1, b_1, c_1 \). Further, the trace part of the PDE has the following form:

\[
tr \left[ \Sigma \partial_r^{\lambda Y} f \right] = tr \left[ \Sigma \partial_r^{\lambda Y} f \right] = tr \left[ \Omega \partial_r^{\lambda Y} f \right]
\]

\[
= \begin{pmatrix} \Omega_{11} \\ \Omega_{12} \\ \Omega_{21} \\ \Omega_{22} \end{pmatrix} \partial_r^{\lambda Y} f
\]

\[
= \begin{pmatrix} \Omega_{11} f_{1 Y_1} + 2 \Omega_{12} f_{1 Y_2} + \Omega_{22} f_{2 Y_2} \end{pmatrix}
\]

where \( \Omega = \Sigma' \) is a symmetric matrix. The above expression implies that

\[
\Omega_{11} \sim A(Y_1)
\]

and

\[
Q(Y_2), \Omega_{12} \sim A(Y_2), \Omega_{22} \sim \text{const.}
\]

Substituting (4.11) into PDE (4.8) we have the following identity that must hold for all \( Y \):

\[
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The three state variables are assumed to solve the following transition equations:

\[
\begin{aligned}
&-\partial_t A - \partial_r B(r) Y - Y'_r \partial_r C(r) Y'_2 + \left( a_\mu - a_\sigma \mu_1 + (b_\mu - b_\sigma \mu_2) Y + Y'_2 (c_\mu - c_\sigma \mu_2) Y_2 \right) \frac{B_i}{B_i + (C + C') Y_2} \\
&+ \frac{1}{2} tr \left( \Omega_{i1} B_i B_i' + 2 \Omega_{i2} B_i \left[ B_i + (C + C') Y_2 \right] + \Omega_{22} \left[ (B_i + (C + C') Y_2) \left( B_i + (C + C') Y_2 \right)' + C + C' \right] \right) \\
&+ (a_\alpha + b'_\alpha Y + Y'_2 c_\alpha Y_2) \left[ \phi_j(B_j) - 1 \right] - \alpha \left( a_\alpha + b'_\alpha Y + Y'_2 c_\alpha Y_2 \right) = 0
\end{aligned}
\]

where

\[
B = \begin{pmatrix}
(B_i)_{n_1 	imes 1} \\
(B_2)_{n_2 	imes 1}
\end{pmatrix}
\]

Terms independent of \( Y \), affine in \( Y_1 \), affine in \( Y_2 \), and quadratic in \( Y_2 \), must each be equal to zero in this identity. This restriction results in a system of four ODEs for functions \( A(r) \), \( B_i(r) \), \( B_2(r) \), and \( C(r) \). For details, the reader can consult [36]. The initial conditions are

\[
A(0) = 0, B_i(0) = n_1 u_t, \\
B_2(0) = n_2 u_2, C(0) = 0_{n_2 \times n_2}.
\]

The zero coupon bond price has the same form as in (4.5) with \( u = (u_t, u_2) = 0_y \).

**Example (LQTSRM of [36]).** Assume that the state vector consists of short rate, volatility, and random jump intensity. These three state variables are assumed to solve the following transition equations:

\[
\begin{aligned}
dY &= d \begin{pmatrix}
Y_1 \\
Y_2
\end{pmatrix} = d \begin{pmatrix}
\tau \\
\lambda
\end{pmatrix} \\
&= \begin{pmatrix}
\mu_r - \kappa_r r - \mu_\gamma Y_2 + Y'_2 \Psi_2 Y_2 & \Psi_2 Y_2 \\
\mu_\delta - \Psi_2 Y_2 & \Psi_2
\end{pmatrix} dt \\
&+ \sum \left( dW'_r \begin{pmatrix} dW'_r \\ dW'_\gamma \end{pmatrix} + J \begin{pmatrix} 0 \\ 0 \end{pmatrix} \right)
\end{aligned}
\]

with the following definitions and notation:

\[
\mu_{ij} = \begin{pmatrix}
0 & \mu_r \\
\mu_\delta & \mu_r
\end{pmatrix}, \\
\Psi_1 = \begin{pmatrix}
\kappa_v v & 0 \\
0 & \kappa_\delta
\end{pmatrix}, \\
\Psi_2 = \begin{pmatrix}
\kappa_v v & 0 \\
0 & \kappa_\delta
\end{pmatrix}, \\
\Sigma = \begin{pmatrix}
\nu & 0 & 0 \\
0 & \sigma_v & 0 \\
0 & 0 & \sigma_\lambda
\end{pmatrix},
\]

\[
\begin{aligned}
\var{dW'_r} &= \begin{pmatrix} 1 & \rho_{\nu\gamma} & \rho_{\lambda\gamma} \\
\rho_{\nu\gamma} & 1 & \rho_{\lambda\gamma} \\
\rho_{\lambda\gamma} & \rho_{\lambda\gamma} & 1
\end{pmatrix} dr, \\
\var{dW'_\gamma} &= \begin{pmatrix} 1 & \rho_{\nu\gamma} & \rho_{\lambda\gamma} \\
\rho_{\nu\gamma} & 1 & \rho_{\lambda\gamma} \\
\rho_{\lambda\gamma} & \rho_{\lambda\gamma} & 1
\end{pmatrix} d\tau
\end{aligned}
\]

We look for a zero coupon bond price in the following form:

\[
D(t, r, Y) = \exp \left( A(r) + B_i(r) \psi_i Y_2 + \gamma_2 C(r) Y_2 \right)
\]

As in [36] we assume that \( C(r) \) is symmetric. In the Appendix we derive the following ODEs for functions \( A(r) \), \( B_i(r) \), \( B_2(r) \), and \( C(r) \):

\[
\begin{aligned}
&-\partial_r A + \mu_B - \mu_1 B_2 + B_i \Omega_{i2} B_2 \\
&+ \frac{1}{2} tr \left[ \Omega_{22} \left( B_i B_i' + C \right) \right] = 0,
\end{aligned}
\]

\[
\begin{aligned}
&-\partial_r B_i - B_i \Omega_{i2} - 1 = 0, \\
&-\partial_r B_2 - B_2 \Omega_{22} B_2 + 2 C \mu_\delta + 2 B_i C \Omega_{i2} + 2 B_2 C \Omega_{22} B_2 + \left[ \phi_j(B_j) - 1 \right] = 0,
\end{aligned}
\]

subject to the following initial conditions:

\[
\begin{aligned}
A(0) &= 0, B_i(0) = 0, \\
B_2(0) &= 0_{n_2 \times n_2}, C(0) = 0_{n_2 \times n_2}.
\end{aligned}
\]

Here, \( \phi_j(B_j) = E^{h_j} \) is the moment generating function of the jump size.

In order to conclude the discussion of LQTSMs, we derive the price of a European call option from a generalized transform using a technique similar to the one used by [39,62,63]. We are looking for the price of a European call option on a zero coupon bond. The call has
\( \tau = T - t \) years to maturity and a strike price, \( K \). The zero-coupon bond has maturity date, \( T_n \), the face value of \$1, and the current price \( D_t \). We provide the derivation of the option price for the 3-factor LQTS M from [36] given in the above example. We assume that the state dynamics in (4.12) are given under an EMM. The value of the European call option is given by the following risk neutral expectation with respect to (4.12):

\[
c_i = E_i \left[ \exp \left( -r_i^T ds \right) (D_T - K) \theta(\ln D_T - \ln K) \right],
\]

(4.20)

where \( \theta \) is the Heaviside function defined as

\[
\theta(\ln D_T - \ln K) = \begin{cases} 1, & \text{if } D_T \geq K \\ 0, & \text{if } D_T < K \end{cases}.
\]

In order to handle the truncation under the expectation in (4.20), we use a well-known complex integral representation of the Heaviside function

\[
\theta(\ln D_T - \ln K) = \frac{2\pi i}{\xi + i\eta} e^{i\xi(\ln D_T - \ln K)}
\]

Using this representation we write the call price as (4.21) where

\[
\phi_i(\xi, \tau) = e^{i\xi\ln K} E_i \left[ \exp \left( -r_i^T ds + g_k \ln D_T \right) \right],
\]

(4.22)

and \( g_k = 1 - k - i\xi \), \( k = 0, 1 \). To complete the derivation, we use a well-known result from the theory of generalized functions:

\[
\frac{1}{\xi + i\eta} = P \frac{\pi}{\xi + i\eta} e^{i\xi(\ln D_T - \ln K)}
\]

(4.23)

where \( \frac{P}{\xi} \) is the principal value of the integral over \( \frac{1}{\xi} \):

\[
P \frac{\pi}{\xi} = \lim_{\eta \to 0} \left( \int_{-\infty}^{-\eta} + \int_{\eta}^{\infty} \right) \frac{\varphi(\xi)}{\xi}.
\]

Each term in (4.23) is understood as a linear functional acting on a finite infinitely differentiable function \( \varphi \):

\[
\begin{align*}
c_i &= E_i \left[ \exp \left( -r_i^T ds \right) D_T \theta(\ln D_T - \ln K) \right] - KE_i \left[ \exp \left( -r_i^T ds \right) \theta(\ln D_T - \ln K) \right] \\
&= \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \frac{i}{\xi + i\eta} \left[ E_i \left[ \exp \left( -r_i^T ds + \ln D_T - i\xi(\ln D_T - \ln K) \right) \right] - KE_i \left[ \exp \left( -r_i^T ds - i\xi(\ln D_T - \ln K) \right) \right] \right] \\
&= \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \frac{i}{\xi + i\eta} \left[ \phi_i(\xi, \tau) - K\phi_i(\xi, \tau) \right],
\end{align*}
\]

(4.24)

where we use the fact that the principal value of the integral over \( \frac{1}{\xi} \) vanishes as this function is odd. Subtracting \( \frac{\varphi(0)}{\xi} \) from the integrand makes it regular, does not require principal value specification, and is suitable for numerical integration.

The expression for the call price can now be written as follows:

\[
c_i = \Pi_0(\tau - \tau' \Pi_1(\tau),
\]

(4.25)

where

\[
\Pi_1(\tau) = \frac{\phi_i(0, \tau)}{2} - \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \frac{i}{\xi + i\eta} \phi_i(\xi, \tau) - \phi_i(0, \tau),
\]

(4.26)

and \( k = 0, 1 \).

Function \( \phi_i(\xi, \tau) \) in (4.22) can be viewed as a generalized transform for the zero coupon bond yield. Since we already have the result for the bond price for the LQTS M class, we look for the expectation in (4.22) in the exponential quadratic form: (4.24)

Here, \( \tau' = T_n - T \) is the time remaining to the bond’s maturity at the time the option matures. Recall that \( \tau = T - t \) is the time remaining to the maturity of the option as of today’s date \( t \). For a given \( k \), the four functions in (4.24), \( \Lambda_{\alpha,k}(\tau) \) (\( m = 0, 3 \)), satisfy the same Riccati ODEs (11)-(16) as \( A(\tau), B_1(\tau), B_2(\tau) \), and \( C(\tau) \), respectively, and the following initial conditions:

\[
\begin{align*}
\Lambda_{0,k}(0) &= g_k A(\tau'), \\
\Lambda_{1,k}(0) &= g_k B_1(\tau'), \\
\Lambda_{2,k}(0) &= g_k B_2(\tau'), \\
\Lambda_{3,k}(0) &= g_k C(\tau'),
\end{align*}
\]

(4.27)
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where \( g_k = 1 - k - i_\xi, k = 0, 1 \).

Since numerical analysis of option prices and Greeks for hedging purposes is beyond the scope of this paper, we refer the reader to the following work on this topic. In [64,65], authors compute European option prices and the Greeks. For a model of an underlying asset process they use a theoretically attractive Variance-Gamma process. They estimate gradients of a European call option by use a theoretically attractive Variance-Gamma process. In computing the gradians, they compare the efficiency of indirect methods (finite difference techniques) and direct methods (infinitesimal perturbation analysis and likelihood ratio).
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Appendix

Derivation of Bond Price for Cox-Ingersoll-Ross Model

Proof. The bond price process is

\[ B(t, T) = \mathbb{E}\left[ \exp\left\{ \int_0^\tau r(u) \, du \right\} \bigg| \mathcal{F}(t) \right]. \]

Because

\[ \exp\left\{ \int_0^\tau r(u) \, du \right\} \mathbb{E}\left[ \exp\left\{ \int_0^\tau r(u) \, du \right\} \bigg| \mathcal{F}(t) \right] \]

the tower property implies that this is a martingale. The Markov property implies that \( B(t, T) = B(r(t), t, T) \).

Because \( \exp\left\{ \int_0^\tau r(u) \, du \right\} B(r(t), t, T) \) is a martingale, its differential has no drift term. We compute

\[
\frac{d}{dt} \exp\left\{ \int_0^\tau r(u) \, du \right\} B(r(t), t, T) = \exp\left\{ \int_0^\tau r(u) \, du \right\} \left( -rB(t, T) + B_r(t, T) + \frac{1}{2} \sigma^2 B_{rr}(t, T) \right).
\]

Setting the drift term to zero, we obtain the partial differential equation

\[
0 = -rB(t, T) + B_r(t, T) + \frac{1}{2} \sigma^2 B_{rr}(t, T).
\]

The terminal condition is \( B(t, T) = 1, r \geq 0 \). We look for a solution of the form \( B(t, T) = e^{-r(t, T) - A(t, T)} \), where \( C(T, T) = 0, A(T, T) = 0 \). Then we have

\[
B_t = (-rC_t - A_t)B_t, \quad B_r = -CB_t, \quad B_{rr} = C^2 B_t,
\]

so that the partial differential equation becomes

\[
0 = rB_t \left( -1 - C_t + \beta C + \frac{1}{2} \sigma^2 C_{tt} \right) - B_t (A_t + \alpha C).
\]

The ordinary differential equations become

\[
-1 - C_t(t, T) + \beta C(t, T) + \frac{1}{2} \sigma^2 C_{tt}(t, T) = 0,
\]

with \( C(T, T) = 0 \), and

\[
A(t, T) = \alpha \int_0^\tau C(u, T) \, du,
\]

where \( A(T, T) = 0 \) and \( A_t(t, T) = -\alpha C(t, T) \). This is equivalent to solving

\[
\frac{dC(s, T)}{C(s, T) + \beta - \sqrt{\beta^2 + 2\sigma^2}} = \frac{dC(s, T)}{C(s, T) + \beta + \sqrt{\beta^2 + 2\sigma^2}} = \frac{\sigma^2}{2} ds.
\]

Integrating both sides of the above equation with respect to \( s \), we obtain

\[
\int \frac{dC(s, T)}{C(s, T) + \beta - \sqrt{\beta^2 + 2\sigma^2}} = \int \frac{dC(s, T)}{C(s, T) + \beta + \sqrt{\beta^2 + 2\sigma^2}} = \frac{\sigma^2}{2} ds.
\]

Derivation of ODEs (4.14)-(4.17).

To arrive at the result (4.14)-(4.17), we need some intermediate expressions for partial derivatives of the zero coupon bond price given by (4.13) with respect to the state vector:

\[
\delta_s D = (B_t + 2C_t)D
\]
\[ \partial_{Y_1} D = \left( B_1 + 2CY_2 \right) \left( B_2 + 2CY_2 \right)' + 2C \] \[ \partial_{Y_2} D = B_1 \left( B_2 + 2CY_2 \right) D \]

\[ \partial_{\alpha} D = B_1^2 D \]

\[ \Rightarrow \Omega_{11} \partial_{\alpha} D = v^2 B_1^2 D = Y_1' \left( \begin{array}{cc} B_1^2 & 0 \\ 0 & 0 \end{array} \right) Y_2 D \]

Insert zero price expression (4.13) into PDE (4.8) with \( \alpha = 1 \) and \( u = 0 \), where:

\[ -\partial_y A - \partial_r B_r - \partial_r B_r' Y_2 - Y_2' \partial_r CY_2 + \left( \mu_r - \kappa_r - \mu_0 Y_2 + Y_2' \Psi_2 Y_2 \right) \left( \begin{array}{c} B_1 \\ B_2 + 2CY_2 \end{array} \right) \]

\[ + \frac{1}{2} \text{tr} \left( Y_2' \left( \begin{array}{cc} B_1^2 & 0 \\ 0 & 0 \end{array} \right) Y_2 + 2\Omega_{12} B_1 \left( B_2 + 2CY_2 \right) + \Omega_{22} \left( B_2 + 2CY_2 \right)' \right) + 2 \left( \begin{array}{c} 0 \\ \phi_j \left( B_1 \right) - 1 \end{array} \right)' Y_2 - r = 0. \]

The above equation must hold for arbitrary values of \( \alpha = 1 \) and \( u = 0 \), where:

\[ -\partial_r A - \partial_r B_1 \mu_r - \Psi' B_2 + 2C \mu_0 + 2B_1 C \Omega_{12} \]

\[ + 2 \Omega_{22} B_2 + \left( \begin{array}{c} 0 \\ \phi_j \left( B_1 \right) - 1 \end{array} \right) = 0 \]

\[ -\partial_r C + B_1 \Psi' - 2\Psi' C + 2C \Omega_{22} C + \left( \begin{array}{c} B_1^2/2 \\ 0 \\ 0 \end{array} \right) = 0 \]

The system is subject to initial conditions (4.18)-(4.19).