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Abstract

In this paper, we investigate recent developments in option pricing based on Black-Scholes processes, pure jump processes, jump diffusion process, and stochastic volatility processes. Results on Black-Scholes model with GARCH volatility (Gong, Thavaneswaran and Singh [1]) and Black-Scholes model with stochastic volatility (Gong, Thavaneswaran and Singh [2]) are studied. Also, recent results on option pricing for jump diffusion processes, partial differential equation (PDE) method together with FFT (fast Fourier transform) approximations of Pillay and O’ Hara [3] and a recently proposed method based on moments of truncated lognormal distribution (Thavaneswaran and Singh [4]) are also discussed in some detail.
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1. Introduction

Option pricing is one of the major areas in modern financial theory and practice. Since Black, Scholes, and Merton introduced their path-breaking work on option pricing, there has been explosive growth in derivatives trading activities in the worldwide financial markets. The main contribution of the seminal work of Black and Scholes [5,6] and Merton [7] was the introduction of a preference-free option pricing formula that does not involve an investor’s risk preferences and subjective views. Due to its compact form and computational simplicity, the Black-Scholes formula enjoys great popularity in the finance industries and is based on the strong assumption that the volatility of the stock returns is constant. However, implied volatility of the stock prices suggests stochastic volatility models are more appropriate to model the stock price. The most popular approach is to use the Heston model (Heston [8,9]), which assumes that the underlying asset follows the Black-Scholes model but the volatility is stochastic and follows the Cox Ingersoll Ross process (Cox, Ingersoll and Ross [10]). The empirical results of Bakshi, Cao and Chen [11] suggest that taking stochastic volatility into account is important in option pricing. Motivated by the theoretical considerations, Scott [12], Hull and White [13,14], Ritchken and Trevor [15], and Wiggins [16] generalized the Black-Scholes model to allow stochastic volatility.

Heston and Nandi [17] first provided a solid theoretical foundation based on the concept of locally risk-neutral valuation relationship for option valuation under nonlinear GARCH models using characteristic functions. Heston and Nandi [17], Elliot, Siu and Chan [18], Christoffersen, Heston and Jacobs [19], and Mercuri [20] among others derived closed form option pricing formula under various GARCH models. Recently, Badescu and Kulpeger [21], Barone-Adesi et al. [22,23], and Gong, Thavaneswaran and Singh [1] including others have studied option pricing under GARCH volatility. Thavaneswaran, Peiris and Singh [24] and Thavaneswaran, Singh and Appadoo [25] studied option pricing using the moment properties of the truncated lognormal distribution. Gong, Thavaneswaran and Singh [1,2] studied Black-Scholes models with GARCH volatility and with stochastic volatility as in Taylor [26]. They carried out extensive empirical analysis of the European call option valuation for S & P 100 index and showed that the proposed method outperformed other compelling stochastic volatility pricing models. In Thavaneswaran and Singh [4], option pricing for jump diffusion process with stochastic volatility was studied by viewing option pricing as a truncated moment of a lognormal distribution. Pillay and O’ Hara [3] studied the FFT based option pricing under a mean reverting process with stochastic volatility and jumps by using the PDE approach.

In this paper, we first derive the Black Scholes partial differential equation for stochastic volatility models and then obtain closed-form solutions for the resulting PDEs. The rest of this paper is organized as follows. In Section
2, we study option pricing for pure jump processes, jump diffusion models, stochastic volatility models, and jump diffusion models with stochastic volatility. Moreover, closed form solutions are obtained by solving the two-dimensional partial differential equations for stock price in some examples. Section 3 closes the paper with conclusions.

2. Option Pricing and Partial Differential Equations

Consider the stock and bond model as in Steele [27]

\[ dX(t) = \mu(t, X(t)) dt + \sigma(t, X(t)) dW(t), \]
and

\[ d\beta(t) = r(t, X(t)) \beta(t) dt, \]

where all of the model coefficients \( \mu(t, X(t)), \sigma(t, X(t)), \) and \( r(t, X(t)) \) are given by explicit functions of the current time and current stock price. First, we will use the coefficient matching method to show that arbitrage price at time \( t \) of a European option with terminal time \( T \) and payout \( h(t, X(t)) \) is given by \( f(t, X(t)) \) where \( f(t, x) \) is the solution of the partial differential equation (PDE)

\[ f_t(t, x) + r(t, x)f(x, t) + \frac{1}{2}\sigma^2(t, x)f_{xx}(t, x) = r(t, x)f(t, x) \tag{2.1} \]

with terminal condition

\[ f(T, x) = h(x). \]

If we let \( a(t) \) denote the number of units of stock that we hold in the replicating portfolio at time \( t \) and let \( b(t) \) denote the corresponding number of units of the bond, then the total value of the portfolio at time \( t \) is

\[ V(t) = a(t)X(t) + b(t)\beta(t). \]

The condition where the portfolio replicates the contingent claim at time \( T \) is simply

\[ V(T) = h(X(T)). \]

From the self-financing condition

\[ dV(t) = a(t) dX(t) + b(t) d\beta(t) \tag{2.2} \]
and the models for the stock and bond, we have

\[ dV(t) = (a(t) \mu(t, X(t)) + b(t) r(t, X(t)) \beta(t)) dt + a(t) \sigma(t, X(t)) dW(t). \tag{2.3} \]

Then from our assumption that \( V(t) = h(t, X(t)) \) for any twice differentiable function \( f(t, x) \) and the Itô formula, we have (2.4).

When we equate the drift and diffusion coefficients from Equation (2.3) and Equation (2.4), we find a simple expression for the size of the stock portion of our replicating portfolio:

\[ a(t) = f_s(t, X(t)), \]

and find

\[ \mu(t, X(t))f_s(t, X(t)) + b(t) r(t, X(t)) \beta(t) \]
\[ = f_s(t, X(t)) + \frac{1}{2} f_{ss}(t, X(t)) \sigma^2(t, X(t)) \]
\[ + f_s(t, X(t)) \mu(t, X(t)). \]

The \( \mu(t, X(t))f_s(t, X(t)) \) terms cancel, and \( b(t) \) is given by

\[ b(t) = \frac{1}{r(t, X(t))\beta(t)} \left( f_s(t, X(t)) + \frac{1}{2} f_{ss}(t, X(t)) \sigma^2(t, X(t)) \right). \]

Because \( V(t) \) is equal to both \( f(t, X(t)) \) and \( a(t)X(t) + b(t)\beta(t) \), the values for \( a(t) \) and \( b(t) \) give us a PDE for \( f(t, X(t)) \):

\[ f_t(t, X(t)) = f_s(t, X(t))X(t) + \frac{1}{r(t, X(t))} \]
\[ \times \left( f_s(t, X(t)) + \frac{1}{2} f_{ss}(t, X(t)) \sigma^2(t, X(t)) \right). \]

Now, when we replace \( X(t) \) by \( x \), we arrive at the general Black-Scholes PDE (2.1) and its terminal boundary condition (2.2).

We can solve the Black-Scholes PDE to get the time-\( t \) call price. The link between the stochastic solution to PDE and the martingale approach is given by the following Feynman-Kac Theorem.

Theorem 2.1 A function \( f(t, x) \) defined by

\[ f(t, x) = \mathbb{E}\left[ e^{-\int_t^T r(x) dt} h(X(T)) \mid X(t) = x \right], \]

where \( dX(t) = \mu(t, X(t)) dt + \sigma(t, X(t)) dW(t) \) satisfies partial differential equation

\[ dV(t) = f_s(t, X(t)) dt + \frac{1}{2} f_{ss}(t, X(t)) \sigma^2(t, X(t)) dt + f_s(t, X(t)) dX(t) \]
\[ = \left( f_s(t, X(t)) + \frac{1}{2} f_{ss}(t, X(t)) \sigma^2(t, X(t)) + f_s(t, X(t)) \mu(t, X(t)) \right) dt + f_s(t, X(t)) \sigma(t, X(t)) dW(t). \tag{2.4} \]
The values of \( \lambda^Y \) and \( \lambda^X \) are linked by the relationship \( \lambda^X = e^{v} \lambda^Y \), where \( v \) is the size of the jump.

The conditional expectation on the right hand side of the above equation with respect to \( Y \) is a \( \mathbb{P}^Y \) martingale, and its value depends only on the price of \( X_t(t) \).
we can write
\[ u^Y(t,x) = \mathbb{E}_t^Y [ f^Y(X_Y(T)) | X_Y(t) = x ] . \]

Similarly we can also compute the price of this contract with respect to a reference asset \( X \) as
\[ V_X(t) = \mathbb{E}_t^X [ f^X(Y_X(T)) | Y_X(t) = x ] , \]
where \( f^X \) is a payoff function in terms of the asset \( X \).

And the price function \( u^X(t,x) \) is defined as
\[ u^X(t,x) = \mathbb{E}_t^X [ f^X(Y_X(T)) | Y_X(t) = x ] . \]

Then the following theorem (Vecer [28]) gives the form of the PDEs for \( u^X(t,x) \) and \( u^Y(t,x) \).

**Theorem 2.2** (a) The price function based on the geometric Poisson process (2.5),
\[ u^X(t,x) = \mathbb{E}_t^X [ f^X(Y_X(T)) | X_Y(t) = x ] \]
satisfies
\[ u^X(t,x) + \lambda^X \left( u^Y(t,e^x - x) - u^X(t,x) - (e^x - 1)x u^Y(x,x) \right) = 0 \]
with the terminal condition
\[ u^X(T,x) = f^X(x) . \]

(b) The price function based on the geometric Poisson process (2.6), \( u^Y(t,x) \) satisfies
\[ u^Y(t,x) + \lambda^Y \left( u^X(t,e^x - x) - u^Y(t,x) - (e^x - 1)x u^X(x,x) \right) = 0 \]
with the terminal condition
\[ u^Y(T,x) = f^Y(x) . \]

Proof of this theorem is given in [28] (pp. 249-250).

For a geometric Poisson model (Vecer [28]) for two no-arbitrage assets \( X \) and \( Y \), where the price follows
\[ dX(t) = (e^x - 1)X(t) \left( dN(t) - \lambda^X T \right) , \]
and by letting \( N(t) = m \leq k \), the price of a contract that pays off \( V_E = I(N(T) = k) Y_T \) in terms of a reference asset \( Y \) is given by
\[ V_Y(t) = \mathbb{E}_t^Y [ V_E(T) ] = \mathbb{E}_t^Y \left[ I(N(T) = k) \right] \]
\[ \mathbb{E}_t^Y [N(T) = k] = \mathbb{E}_t^Y [N(T) - N(t) = k-m] \]
\[ = e^{-\lambda^Y(T-t)} \left( \lambda^Y (T-t) \right)^{k-m} \frac{1}{(k-m)!} . \]

Moreover, the price of \( V_X(t) \) using the reference asset \( X \) is given by
\[ V_X(t) = V_Y(t) Y_X(t) = Y_X(t) \frac{e^{-\lambda^X(T-t)} \left( \lambda^X (T-t) \right)^{k-m} \frac{1}{(k-m)!}}{\frac{1}{(k-m)!}} . \]

### 2.2. Option Pricing for Jump Diffusion Processes

Recently Pillay and O’ Hara [3] have studied the FFT based option pricing under a mean reverting process with stochastic volatility and jumps by finding a closed form of expression for a conditional characteristic function of the log asset process and then apply the FFT method to compute the option price.

Let \( \{ \Omega, \mathcal{F}, \mathbb{Q} \} \) be a probability space on which are defined two Brownian motion processes. Let \( \mathcal{F}_t \) be the filtration generated by these Brownian motions. Suppose that \( \mathbb{Q} \) is a risk neutral probability under which the asset price process \( S(t) \) and volatility process \( \nu(t) \) are governed by the following dynamics:
\[ dS(t) = k (\theta(t) - \ln S(t)) S(t) dt + \sqrt{\nu(t)} dW_1(t) , \]
\[ d\nu(t) = b (a - \nu(t)) dt + \sigma \sqrt{\nu(t)} dW_2(t) , \]
\[ dW_1(t) dW_2(t) = \rho dt , \]
where \( \theta(t) \) is a deterministic function that represents the equilibrium mean level of the asset against time, \( k \) is the mean reverting intensity of the asset, \( a(t) \) is a deterministic function that describes the equilibrium mean level of the volatility process against time and \( b \) is the mean reversion speed of the volatility process. The constant \( \sigma \) is the volatility coefficient of the volatility process, and \( W_1(t) \) and \( W_2(t) \) are correlated with correlation coefficient \( \rho \). On the probability space \( \{ \Omega, \mathcal{F}, \mathbb{Q} \} \), a Poisson process \( N(t) \) is further defined for all \( 0 \leq t \leq T \), with a constant intensity parameter \( \lambda > 0 \). The process \( N(t) \) is assumed to be independent of both \( W_1(t) \) and \( W_2(t) \). Furthermore, a sequence of random variables \( \nu^i \) for \( 1 \leq i \leq N(t) \) is defined to represent the jump sizes of the Poisson process. Each of the \( \nu^i \)’s are log-normally, identically and independently distributed over time, where \( J_i \sim N(\mu, \gamma^2) \) and \( \gamma > 0 \). Then by defining the following process \( X(t) = \ln S(t) \) and applying the Itô-Doebin formula to the two-factor mean reverting process with stochastic volatility and jumps we have
\[ dX(t) = k \left( \theta - \frac{\nu(t)}{2k} X(t) - \frac{2m}{k} - \frac{\lambda^X (T-t)}{(k-m)!} \right) dt + \sqrt{\nu(t)} dW_1(t) + (e^x - 1)X(t) dN(t) , \]
\[ dW_1(t) dW_2(t) = \rho dt , \]
\[ dW_1(t) dW_2(t) = \rho dt . \]

The conditional characteristic function of the \( X(t) \) process (2.7) is defined as
\[ \phi(u) \equiv \text{E}_q \left[ e^{iuX(T)} | \mathcal{F}_t \right]. \]

The method of Wong and Lo [29] has applied to compute the characteristic function of the process (2.7).

Duffie, Pan and Singleton [30] introduced a generalized Feynman-Kac theorem for affine jump diffusion processes. By defining the following function:

\[ f(u; t, x, v) = \text{E}_q \left[ e^{iuX(T)} | X(t) = x, v(t) = v \right] = e^{-rt} \text{E}_q \left[ e^{iuX(T)} | X(t) = x, v(t) = v \right], \]

which can be viewed as a contingent claim that pays \( e^{rt} \) at time \( T \), where \( r \) is a constant interest rate, \( X(t) \) is the mean reverting asset price process with jumps defined by (2.7) and \( v(t) \) is the volatility process specified by (2.8), the generalized Feynman-Kac theorem implies that \( f(u; t, x, v) \) solves the following partial integro-differential equation (PIDE):

\[ f_t + k \left( \theta - v - \frac{\lambda m}{k - x} \right) f_x + \frac{1}{2} \sigma^2 v_{xx} + b(a - v) f_x + \frac{1}{2} \sigma^2 v_{vv} + \rho \sigma f_{vv} + \lambda \int_{-\infty}^{\infty} (f(u; t, x + J, v) - f(u; t, x, v)) q(J) dJ = 0, \]

where \( q(J) \) is the distribution function of the random variable \( J \) and \( \lambda > 0 \) is the constant intensity parameter of the Poisson process \( N(t) \).

The coefficients, \( \kappa (\theta - v/2k - \lambda m/k - x) \) and \( \sqrt{v(t)} \), of the mean reverting asset price process (2.7) and the coefficients, \( b(a - v(t)) \) and \( \sigma \sqrt{v(t)} \), of the volatility process (2.8) are all affine in nature. It follows that the function \( f(u; t, x, v) \) is of exponential affine form, and hence the solution of (2.11) has the form

\[ f(u; t, x, v) = \exp \left\{ B(t, T) + C(t, T) x + D(t, T) v + iux \right\}, \]

where \( B(t, T), C(t, T) \) and \( D(t, T) \) are deterministic functions of \( t \). From (2.10), it is clear that

\[ f(u; t, x, v) = \exp \{ iux \}, \]

which is the terminal condition of PIDE (2.11). This implies that

\[ B(t, T) = 0, C(t, T) = 0, D(t, T) = 0. \]

Solving the PIDE (2.11) with the terminal conditions (2.12), the conditional characteristic function of the mean reverting process (2.7) with stochastic volatility (2.8) is

\[ \phi(u) = \exp \left\{ B(t, T) + C(t, T) x + D(t, T) v + iux \right\}, \]

where \( B(t, T), C(t, T) \) and \( D(t, T) \) are given in (2.13).

The detail proof of the results is given in Pillay and O’Hara [3].

### 2.3. Option Pricing for Stochastic Volatility Models

Given a twice-differentiable continuous function \( \{ f(u; t, x, v) \}_{t \in T} \), the price process \( X(t) \) and the volatility process \( v(t) \) follow the following stochastic volatility processes

\[ dX(t) = \mu(x) dt + \sigma(x) dW_1(t), \]

\[ dv(t) = \mu(v) dt + \sigma(v) dW_2(t), \]

\[ X(t) = \ln S(t), \]

where \( dW_1(t) dW_2(t) = \rho dt \). Then the PDE of \( f \) can be obtained by using Itô formula, see (2.14).

Setting the drift term to zero we have

\[ f_t + \mu(x) f_x + \mu(v) f_v + \rho \sigma(x) \sigma(v) f_{xx} + \frac{1}{2} \sigma^2 (x) f_{xx} + \frac{1}{2} \sigma^2 (v) f_{vv} = 0. \]

### 2.4. Pricing for Stochastic Volatility Models

The pricing problem for a contingent claim is given by

\[ V(T) = \text{E}_q \left[ e^{-\rho T} G(X(T)) | \mathcal{F}_t \right], \]

where \( G(X(T)) \) is a positive, bounded, twice-differentiable function of \( X(T) \), \( \rho \) is a constant risk-free interest rate, and \( \mathcal{F}_t \) is the information available at time \( t \). The solution of the PDE is given by

\[ V(T) = \text{E}_q \left[ e^{-\rho T} G(X(T)) | \mathcal{F}_t \right] = f(u; t, x, v) = \exp \left\{ B(t, T) + C(t, T) x + D(t, T) v + iux \right\}, \]

where \( B(t, T), C(t, T) \) and \( D(t, T) \) are deterministic functions of \( t \). From (2.10), it is clear that

\[ f(u, t, x, v) = \exp \{ iux \}, \]

which is the terminal condition of PIDE (2.11). This implies that

\[ B(t, T) = 0, C(t, T) = 0, D(t, T) = 0. \]

The detail proof of the results is given in Pillay and O’Hara [3].
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One can calculate the asset price by inverting its conditional characteristic function $E\left\{ S(T)^d \mid \mathcal{F}_t \right\}$. The conditional characteristic function of the $X(t)$ process is defined as

$$
\phi(u) = E_{\mathcal{Q}} \left[ e^{iux(t)} \mid \mathcal{F}_t \right].
$$

Furthermore, if one defining the following function

$$
f(\phi, t, x, v) = E_{\mathcal{Q}} \left[ e^{iux(t)} \right],
$$

then the solution of (2.15) is the characteristic function. To solve for the characteristic function explicitly, consider an exponential affine form

$$
f(\phi, t, x, v) = \exp \left\{ \beta \tau C(\tau \mid x + D(\tau) v + i \phi x) \right\} \tag{2.16}
$$

where $\tau = T - t$ and $B(\tau = 0) = C(\tau = 0) = D(\tau = 0) = 0$. Take derivatives of (2.16) with respect to $x$, $v$, and $\tau$, we get

$$
f_x = (C(\tau) + i \phi) f(\phi, t, x, v)
$$

$$
f_v = D(\tau) f(\phi, t, x, v)
$$

$$
f_{xx} = (C(\tau) + i \phi)^2 f(\phi, t, x, v)
$$

$$
f_{vv} = D^2(\tau) f(\phi, t, x, v)
$$

$$
f_{xv} = (C(\tau) + i \phi) D(\tau) f(\phi, t, x, v)
$$

$$
f_{v} = -(B_0(\tau) + C_0(\tau) x + D_0(\tau) v) f(\phi, t, x, v).
$$

Substituting (2.17) into (2.15), it yields

$$
-(B_0(\tau) + C_0(\tau) x + D_0(\tau) v) + \mu(x)(C(\tau) + i \phi)
$$

$$
+ \mu(v) D(\tau) + \mu(\sigma(x) \sigma(v))(C(\tau) + i \phi) D(\tau)
$$

$$
+ \frac{1}{2} \sigma^2(\tau)(C(\tau) + i \phi)^2 + \frac{1}{2} \sigma^2(\tau) D^2(\tau) = 0.
$$

Equation (2.18) leads to a system of ODEs. We can get the characteristic function by solving this ODE system.

As an example, for the Stochastic Volatility model studied by Christoffersen, Heston and Jacobs [19] defined by

$$
dX(t) = (R + u v(t)) dt + \sqrt{v(t)} dW_1(t),
$$

$$
dv(t) = (a - c v(t)) dt + \xi \sqrt{v(t)} dW_2(t),
$$

$$
X(t) = \ln S(t),
$$

where $dW_i(t) dW_2(t) = \rho dt$, and we know the equations that $\mu(x) = R + u v(t)$, $\sigma(x) = \sqrt{v(t)}$, $\mu(v) = a - c v(t)$ and $\sigma(v) = \xi \sqrt{v(t)}$. Substitute them into (2.16), we have

$$
0 = v(t)(u(C(\tau) + i \phi) - c D(\tau) + \rho \xi^2 (\tau + i \phi) D(\tau)
$$

$$
+ \frac{1}{2} C(\tau) + i \phi)^2 + \frac{1}{2} \xi^2 D^2(\tau) - D_0(\tau) - C_0(\tau)x(t)
$$

$$
+ R(C(\tau) + i \phi) + a D(\tau) - B_0(\tau),
$$

and the system of ODEs becomes

$$
0 = u(C(\tau) + i \phi) - c D(\tau) + \rho \xi^2 (\tau + i \phi) D(\tau)
$$

$$
+ \frac{1}{2} C(\tau) + i \phi)^2 + \frac{1}{2} \xi^2 D^2(\tau) - D_0(\tau),
$$

$$
0 = -C_0(\tau),
$$

$$
0 = R(C(\tau) + i \phi) + a D(\tau) - B_0(\tau).
$$

It is clear from (2.20) and $C(\tau = 0) = 0$ that $C(\tau) = 0$. Hence, (2.19) and (2.21) turn out to be

$$
D_0(\tau) = uC_0(\tau) - c D_0(\tau) + \rho \xi^2 C_0(\tau) D_0(\tau)
$$

$$
+ \frac{1}{2} C_0(\tau) + i \phi)^2 + \frac{1}{2} \xi^2 D^2(\tau) - D_0(\tau),
$$

$$
B_0(\tau) = R(C_0(\tau) + i \phi) + a D_0(\tau).
$$

One can solve these two ODEs under the conditions $B(0) = 0$ and $D(0) = 0$ to obtain

$$
B(\tau) = R(C(\tau) + i \phi) + a D(\tau) - 2 \ln \left( \frac{1 - ge^{\xi \tau}}{1 - g} \right),
$$

$$
D(\tau) = \rho \xi^2 C_0(\tau) - c + \frac{2 \xi^2(\tau + i \phi)^2}{1 - ge^{\xi \tau}},
$$

where

$$
g = \frac{\rho \xi^2 C_0(\tau) - c + \frac{2 \xi^2(\tau + i \phi)^2}{1 - ge^{\xi \tau}}}{\rho \xi^2 C_0(\tau) - c + \frac{2 \xi^2(\tau + i \phi)^2}{1 - ge^{\xi \tau}}}.
$$

The FF method can be used to obtain the call price from the conditional characteristic function.

2.4. Option Pricing for Jump Diffusion Model with Stochastic Volatility

Thavaneswaran and Singh [4] considered the price process $S(t)$ following a conditional jump diffusion model

$$
d\log S(t) = v dr \theta(t) dW(t) + YdN(t),
$$

$$
y(t) = \log \frac{S(t)}{S(t-1)} - \mathbb{E} \left[ \log \frac{S(t)}{S(t-1)} \mid S(t-1) \right] = \theta(t) Z(t),
$$

where $v = r - \lambda m - \theta(t)^2 / 2$, $m = \mathbb{E} [e^v - 1]$, and $W(t)$ is a standard Brownian motion, $\theta(t)$ is a stationary process, and the number of jumps $N(t)$ on $(0,t]$ follows a Poisson process with rate $\lambda$. Equivalently the model can be written as
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\[
\log \frac{S(t)}{S} = \nu t + \theta(t)W(t) + \sum_{i=1}^{N(i)} Y_i,
\]

\[
y(t) = \log \frac{S(t)}{S(t-1)} - \mathbb{E}\left[ \log \frac{S(t)}{S(t-1)} \right] = \theta(t)Z(t),
\]

where \(Y_i\)'s are identically distributed independent normal random variables having mean \(\mu\) and variance \(\sigma^2\). Let \(\tilde{\Theta}(t) = \theta(t)^T + n\sigma^2/T\). Then conditioning on \(\Theta(t)\) and taking the expectation as in Theorem 1 in [4], the call price is given by

\[
C(S, T) = \sum_{n=1}^{\infty} e^{-\lambda(n+m)T} \frac{(\lambda(1+m)T)^n}{n!} S \mathbb{E}_{\Theta(t)} \left[ f(\theta(t)) \right]
\]

where

\[
f(\Theta(t)) = \Phi\left( \frac{\log \left( \frac{S}{K} \right) + rT + \frac{1}{2} \Theta(t)^2}{\Theta(t)} \right),
\]

\[
g(\Theta(t)) = \Phi\left( \frac{\log \left( \frac{S}{K} \right) + rT + \frac{1}{2} \Theta(t)^2}{\Theta(t)} \right),
\]

\[
\left( S(T) - K \right)^+ = \max \{S(T) - K, 0\}.
\]

Theorem 2.3 For any twice continuously differentiable function \(f(x)\) and \(g(x)\), the call price is given by

\[
C(S, T) = \sum_{n=1}^{\infty} e^{-\lambda(n+m)T} \frac{(\lambda(1+m)T)^n}{n!} S \mathbb{E}_{\Theta(t)} \left[ f(\theta(t)) \right] - \sum_{n=1}^{\infty} e^{-\lambda(n+m)T} \frac{(\lambda(1+m)T)^n}{n!} S \mathbb{E}_{\Theta(t)} \left[ g(\theta(t)) \right]
\]

\[
= \sum_{n=1}^{\infty} e^{-\lambda(n+m)T} \frac{(\lambda(1+m)T)^n}{n!} S \mathbb{E}_{\Theta(t)} \left[ f(\theta(t)) \right] - \sum_{n=1}^{\infty} e^{-\lambda(n+m)T} \frac{(\lambda(1+m)T)^n}{n!} S \mathbb{E}_{\Theta(t)} \left[ g(\theta(t)) \right]
\]

\[
= \sum_{n=1}^{\infty} e^{-\lambda(n+m)T} \frac{(\lambda(1+m)T)^n}{n!} S \mathbb{E}_{\Theta(t)} \left[ f(\theta(t)) \right] - \sum_{n=1}^{\infty} e^{-\lambda(n+m)T} \frac{(\lambda(1+m)T)^n}{n!} S \mathbb{E}_{\Theta(t)} \left[ g(\theta(t)) \right]
\]

\[
= \sum_{n=1}^{\infty} e^{-\lambda(n+m)T} \frac{(\lambda(1+m)T)^n}{n!} S \mathbb{E}_{\Theta(t)} \left[ f(\theta(t)) \right] - \sum_{n=1}^{\infty} e^{-\lambda(n+m)T} \frac{(\lambda(1+m)T)^n}{n!} S \mathbb{E}_{\Theta(t)} \left[ g(\theta(t)) \right]
\]

where

\[
\kappa^{(\theta)} = \frac{\mathbb{E}\left[ (\Theta(t) - \mathbb{E}[\Theta(t)])^4 \right]}{\mathbb{E}^2\left[ (\Theta(t) - \mathbb{E}[\Theta(t)])^2 \right]}
\]

is the kurtosis of volatility process \(\Theta(t)\),

\[
\kappa^{(\nu)} = \frac{\mathbb{E}\left[ y^4(t) \right]}{\mathbb{E}^2\left[ y^2(t) \right]}
\]

is the kurtosis of the observed log-return \(y(t)\), and
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Proof of the theorem follows from Gong, Thavaneswaran and Singh [1] and Thavaneswaran and Singh [4]. Superiority of the approach has been demonstrated for Black-Scholes model with GARCH volatility and Black-Scholes model with stochastic volatility in Gong, Thavaneswaran and Singh [1,2]. More details of related recent empirical results are also given in Cao and Guo [31,32].

3. Conclusions

Recently Gong, Thavaneswaran and Singh [1,2] have demonstrated the superiority of the truncated lognormal distribution method for option pricing by carrying out extensive empirical analysis of the European call option valuation for S & P 100 index and showing that the proposed method outperforms other compelling stochastic volatility pricing models. In this paper, option pricing is discussed for Black-Scholes models, stochastic volatility models, pure jump process models and jump diffusion process models. Option pricing using PDE method together with FFT and the method based on a truncated lognormal distribution for Black-Scholes process and jump diffusion process are also discussed in some detail.
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