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Abstract

In Intrusion Detection Systems (IDS), the operation costs represent one of the big challenges for researchers. They are apart from the IDS cost acquisition and they comprise the costs of maintenance, administration, response, running and errors reactions costs. In the present paper, we focus on the missed reactions which include False Positive (FP) and False Negative (FN) reactions. For that a new optimization cost model is proposed for IDS. This optimization proposes a minimal interval where the IDSs work optimally. In simulation, we found this interval as a trade-off between the damage costs and the FP.
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1. Introduction

An Intrusion Detection System (IDS) [1] assures the process of detection and responding to malicious activity [2] that threatens the computing and networking resources. It is generally based on four main components: knowledge base [3], the source of information (detector) [4], the analysis module [5] and the response module, that makes responses based on appropriate analyzes.

This reply can be passive with standard alarm reports [6] or active based on additional module called IRS (Intrusion Response System) [7]. An IRS can be defined as a system, constantly supervise computer networks health based on IDS alerts, by launching efficiently suitable countermeasures against malevolent or illegal activities. These actions help to have deterioration prevention and keep the monitored system in its normal situation [8].

An IRS can be static (predefined countermeasures attacks [9]), dynamic (response based on the severi-
ty/confidence degree of the attack [10]) and cost-sensitive (balance between the intrusion damage and the cost of response [11]). The static IRS is easy to build and to maintain but it is predictable and vulnerable to intrusions, in particular, the denial of service (DoS) [12]. The Dynamic IRS is more sophisticated than static but do not introduce the cost as main element.

In other hand, the cost-sensitive IRS presents a good alternative to ensure responses that attempt to balance the intrusion damage and the cost of response [13].

In our paper we focus on cost-sensitive IRS where the response cost is a financial value of a correct response launched against real attacks and the damage is the value of losses if the same response had not been launched against the same real attack [14]. Generally, actions are launched if the response cost is inferior to the damage value [15]. So, the success of a given response is strongly dependent on the good balance between the attack affection damage and the system resources restoring costs.

When an IRS launches a wrong response against a real attack or in front of a normal activity, it generates a FP response. We talk about FN as the act not to detect any intrusion or launch any response when abnormal activity is observed. The FP and FN responses can harshly degrade the overall performances of IDS [16] and they are still subject of various research works.

Those likely false reactions in IDS cannot be totally weeded out in IDS. In that case, many models had been proposed to reduce their impacts [17]. These minimizations were done without having sufficient light on the trade-off between the FP and FN with cost aspect. This trade off is defined as a main performance indicator in IDS [18] based on the ROC curve [19] with cost notions. This ROC curve is suitably used to establish effectively the cost as a reliable metric.

In IDS, the fixed cost-sensitive model presents higher FP costs and extra FN costs [11]. So, to avoid this problem a new optimization cost model for IDS is required.

In the rest of the paper we focus our study on FP and we present a new optimization cost model which lets the IDS works with minimum costs by reducing the impact of FP responses. Our proposed model presents a minimal interval where the IDSs work optimally.

The rest of this paper is organized as follows. Section 2 presents the IRS module and performance indicators. Section 3 presents an overview on curve ROC in IDS. In Section 4 we review related work. Section 5 presents our improvement with simulations and results. The conclusion is given in Section 6.

2. IRS Module & Performance Indicators

Among the four principal modules of an IDS, we distinguish the response decision module that permit basing on analysis results to launch an alarm as passive response or communicate a decision to IRS to activate an active response. The IDS functional architecture is represented according to the Figure 1.

The Intrusion Response System (IRS) is a mechanism destined to ensure output as intrusion response following an IDS systems analysis. Various solutions of IRS had been applied by notification or by manual or automatic responses. To be able to initiate a response, it is necessary to determine what kind of attack we are faced.

According to our work described in [20], we proposed an IRS organization according to their parameters assessment, which is shown following the Figure 2.

We focus on cost sensitive IRS. For that many indicators are defined for performances.

We define various indicators and metrics used in IDS performance evaluation. Those metrics evaluate the ability of IDSs to detect effectively malicious activities. So in order to assimilate the performance characteristics of various IDSs, several indicators or measures are needed to quantitatively assess the competence of the intrusion detection. To date, many indicators have been proposed to evaluate IDS. But it is imperative to learn and study the behavior of the IDS before having the ability to evaluate its performance. We distinguish:

- **True negative (TN):** represents the number of normal activities seen by the IDS as normal.
- **True positive (TP):** represents the number of intrusions seen by the IDS as true intrusions.
- **False negative (FN):** represents the number of intrusions seen by the IDS as normal.
- **False positive (FP):** represents the number of normal activities seen by the IDS as intrusions.
- **Accuracy:** shows the percentage of real intrusions from the real number of intrusions reported by the IDS:

\[ \text{Accuracy} = \frac{\text{TP}}{\text{TP} + \text{FP}} \]  

Rate or probability of detection: shows the percentage of reported intrusions from the number of intrusions:
Figure 1. IDS Functional architecture.

Figure 2. IRS Organization and their parameters evaluation.
Detection_rate = TP/(TP + FN) (2)

- ROC curve: describes the relationship between the characteristics of IDS, the probability of detection \((1 - \lambda)\) and probability of false positive alarm \((\theta)\). It represents \(\theta\) provided by the IDS at a given \((1 - \lambda)\). The ROC curve summarizes the performance of IDS.

In the next section we focus on this indicator which will be used in our contribution.

3. ROC Curve in IDS

3.1. Introduction to ROC Curve

In signal detection theory, a receiver operating characteristic (ROC), is a graphical plot which illustrates the performance of a binary classifier system as its discrimination threshold is varied. This technique has long been used to depict the trade-off between hit rates and false alarm rates of classifiers. This graph is created by plotting the fraction of true positives out of the positives (TPR = true positive rate) versus the fraction of false positives out of the negatives (FPR = false positive rate), at various threshold settings.

ROC analysis provides tools to select possibly optimal models related to the ratio cost/benefit analysis of diagnostic decision making [21]. These characteristics have become progressively more significant as study continues into the field of cost-sensitive knowledge and learning in the occurrence of unbalanced classes.

3.2. Basic Concept

A classification model (or classifier) is a mapping from instances to certain predicted classes. We consider the classification problems using only two classes (binary classification). Officially, every instance \(I\) is mapped to one ingredient of the set \(\{p,n\}\) consisting of positive and negative class labels.

Taking a classifier and an instance, there are four possible outcomes from a binary classifier. If the outcome from a prediction is positive and the instance is also positive, then it is called a true positive (TP); however if the instance is negative then it is said to be a false positive (FP). In opposition, a true negative (TN) has happened when together the prediction outcome and instance are negative, and false negative (FN) is when the prediction outcome is negative while the instance is positive.

Given a classifier and a set of instances (the test set), a two-by-two confusion matrix (also called a contingency table) can be constructed representing the dispositions of the set of instances. This matrix forms the basis for many common metrics.

3.3. ROC Space

A ROC space is defined by FPR and TPR as \(x\) and \(y\) axes respectively, which depicts relative trade-offs between true positive (benefits) and false positive (costs). Since TPR is equivalent with sensitivity and FPR is equal to \(1 - \text{specificity}\), the ROC graph is sometimes called the sensitivity versus \((1 - \text{specificity})\) plot. Each prediction result or instance of a confusion matrix represents one point in the ROC space. The Figure 3 represents a basic ROC graph showing five discrete classifiers.

The best possible prediction method would yield a point in the upper left corner or coordinate \((0,1)\) of the ROC space (the point M), representing 100% sensitivity (no false negatives) and 100% specificity (no false positives). The \((0,1)\) point is also called a perfect classification. A completely random guess would give a point along a diagonal line (the so-called line of no-discrimination) from the left bottom to the top right corners (regardless of the positive and negative base rates). An intuitive example of random guessing is a decision by flipping coins (heads or tails).

The diagonal divides the ROC space. Points above the diagonal represent good classification results (better than random), points below the line poor results (worse than random).

4. Related Work

In our contribution, we present a new model formulation of an intrusion detection system (IDS) operating which lets the IDS works with minimum costs by reducing the impact of FP and FN responses. Our proposed model proposes a minimal interval where the IDS works optimally. In simulation, we will found this interval as a
Figure 3. A basic ROC graph showing five discrete classifiers.

trade-off between the damage costs and the FP.

In the field of dynamic cost IRS, many research works are done independently of the purpose of FP minimization. We can mention the following researchers works: B. Foo [22], T. Toth [23], I. Balepin [24], M. Jahnke [25], S. Yu [26], M. Papadak [27], K. Haslum [28], C. P. Mu [29], W. Kanoun [30] and N. Kheir [31]. All these works present different models of dynamic cost IRS without the explicit false positive responses minimization.

At the first, Denning asserted in his study [32], that the study of the costs is not seen in the aspect of an authentic knowledge. This work switched on the first light around the notion of cost in the field of intrusions responses. Northcutt came to treat in [33] the methodology of studies of the risks in the computer systems by describing measures basing itself on degrees of criticality and destruction. Approach proposed by Balepin [24] basing on the principle of the representatives of services used a graphic prototype for the selection of the optimal responses with the institution of a typical hierarchy of resources by engendering the maximum of privileges with the minimum of cost. Toth [23] used of a prototype of a computer network by taking into account means (functions/services), the users, the type of the network and the control access systems. The costs of the responses are measured by basing on the decrease of the values of the capacities of the resources. The work of followers [22] was presented as Framework allowing the choice and the deployment of the automatic response against intrusions basing on two categories of graphic plans: a plan of service and plan of response. These models and these solutions evoked above are not coherent between them. Every proposal has a concept of evaluation and selection of response cost sensitive with a different vision. The works of [32] and [33] evoked for the first time the notion of cost, and the method of studying the risks in the field of detection of intervention without treating the response cost with connection with intrusion cost. The works presented by [23] and [30] considered the response cost in contribution with the resources of system, by showing several processes of estimation. Toth [23] calculates the cost of response as a function of decrease of capacity of system. [24] measured the cost of answer being the sum of the costs manually committed by the affected system resources. All works cited before did not take into account the impact of cost false positive response, and his necessary minimization to have appropriate responses.

There are little research works that targeted the minimization of false positive responses within the cost sensitive IRS [17]. We can mention the following researchers works: W. Lee [34], Strasburg [14], S. Tanachaiwiwat [35], and N. Stakhanova [15].

Lee [34] considered experimental costs of the effects of the intrusions and the measures taken by the responses as criteria for the responses choice against the intrusions already classified. This work introduces a cost-benefit measure which incorporates multiple dimensions of cost in the face of an intrusion: response cost. Strasburg [14] and N. Stakhanova [15] present a host-based framework for cost-sensitive intrusion response se-
lection with an evaluating method for each intrusion response. This evaluation is done in the light of potential damage risk, response effectiveness and response cost.

The minimization of FP response is treated implicitly with damage cost optimization. S. Tanachaiwiwat [35] presents a framework constructed with three essential modules: the IDS, the RAS (Risk Assessment Systems) and the IRS. The RAS is able to distinguish different kinds of false alarms or miss detections. The minimization of FP responses is done in the context of the RAS without the use of any FP reducing algorithm.

Other works have evoked the false alarm (positive and negative) as principal element in the performance of IDS, the ROC curve [19], with the notion of cost. A ROC is defined as the curve describing the relationship between the characteristics of IDS, the probability of detection \((1 - \lambda)\) and probability of false positive alarm \((\theta)\). It represents \(\theta\) provided by the IDS at a given \((1 - \lambda)\). The ROC curve summarizes the performance of IDS.

Those works do not use sufficiently all ROC curve information to establish effectively the cost as a reliable metric. Consequently, suitable responses toward real intrusions increase the quality and the accuracy of IRS.

Lippmann et al. [18] requires a distinctive new assessment with the use of technical characteristics of the receiver (ROC) to evaluate IDS. This assessment was based on a simple comparison of ROC curves to determine dominant curve that is located above and to the left of dominated curve. No indicator was presented for the degree of dominance. Durst et al. [36] ensure that, the area under the curve is a measure of the IDS efficiency and presents a FP alarm which is convenient.

Saydjari [37] suggested an objective for a detection probability and the false alarm probability.

Stolfo et al. [38] present a process for the evaluation of IDS using cost elements. They have showed that conventional information used for the ROC analysis is incomplete and may be unsuitable for this purpose. They argue that their cost-based indicators are most appropriate. They do not reveal how their process uses all the information in a ROC curve, they do not give a convincing representation of the advantage of the cost metric. McHugh [39] has a very methodical debate on the work of DARPA 1998 evaluation [40] by discussing the ROC curves building manner, sufficiency of ROC analysis, particularly in the case of diverse measurement unit for diverse IDS.

5. Our Improvement

The aim of our work is find the cost model formulation of an intrusion detection system (IDS) operating. To achieve this objective, it is necessary to establish hypotheses work and doing the IDS operating analysis.

5.1. Hypotheses

We consider that:

- The IDS generates an alarm in case of detection of an intrusion. This uncertain event is not controlled by the network administrator. Its probability is denoted \(p_1\). The probability of no alarm is noted \((1 - p_1)\).
- The IDS provided by a system intrusion response (IRS) can trigger a response (R) or not trigger no response (NR). This action is a certain event that ensures countermeasure against an intrusion.
- The intrusion (I) is an uncertain event long as it is not controlled by the network administrator. Its probability is denoted by \(p\). The probability of no intrusion (NI) is noted \((1 - p)\).
- \(p_2\) is the conditional probability given that the IDS reports an alarm and \(p_3\), the conditional probability given that the IDS don’t report an alarm.
- The operating point of an IDS is represented by the couple \((\theta, \lambda)\) with \(\theta\) is the probability of false positives, when the IDS reports an alarm if such an intrusion, when it is not \((1 - \lambda)\) is the probability of detecting of an IDS By combination uncertain events (reports) and (intrusion conditions) and certain event (response action), a result is created as IDS running cost noted \(C_r\).
- The IDS running cost includes the following intrinsic costs:
  - Maintenance and service cost: it is noted \(C_e\).
  - Administration cost: it is noted \(C_a\).
  - IDS Running cost: it is noted \(C_m\).
  - The cost of a correct response or reaction to intrusion: it is noted \(C_r\).
  - Errors cost: it includes the following two costs:
    - \(C_e\): the cost of false positives when the IDS launch a response as it is an intrusion and really it does not.

- \( C_\lambda \): the cost of no intrusion detection, when the IDS don’t detect neither launches a response against a real intrusion. This cost represents also the damage cost.

### 5.2. IDS Operation Analysis

The IDS operating analysis is based on the examination of uncertain events and certain actions following:
- **Report**: it is an uncertain event with a probability of occurrence noted \( p_1 \).
- **Response**: is a certain action ordered by the IDS.
- **Intrusion**: is an uncertain event with conditional probabilities of occurrence \( p_2 \) and \( p_3 \).
- **Cost Result**: it is an uncertain cost whose value depends essentially on conditions intrusion, report and response states cited above.

These events and actions can be represented according to Table 1.

By analyzing the operation of IDS, we can distinguish eight cases shown in Table 2:

The overall cost of running the IDS is noted as follows:

\[
C_f = C_e + C_a + C_m + \text{Cost (Error) + Cost (Correct Response) + Cost (No correct Response)}
\]

\[
\text{Cost (Error)} = \left[ \text{Cost (case 2 or case 3)} \right] + \left[ \text{Cost (case 6 or case 7)} \right]
\]

\[
\text{Cost (Correct Response)} = \text{Cost (case 1) + Cost (case 5)}
\]

So:

\[
C_f = C_e + C_a + C_m + \text{Cost (Error) + Cost (Correct Response)}
\]  
\[ (3) \]

To get optimum performance of the IDS, it is advantageous to minimize the cost of operation \( C_f \) expressed according to the expression (3). Therefore, it is beneficial to minimize the cost of errors according to the relationship:

\[
C_f^{\text{(optimal)}} = C_e + C_a + C_m + \text{Min}\left[ \left( \text{Cost (Error)} \right) \right] + \text{Cost (Correct Response)}
\]

\[
\text{Min}\left[ \text{Cost (Error)} \right] = \text{Min}\left[ \text{Cost (case 2, case 3)} \right] + \text{Min}\left[ \text{Cost (case 6, case 7)} \right]
\]

\[
\text{Cost (case 2)} = C_\theta \times (1 - p_2) \times p_1 = C_\theta \times P(A/NI) \times P(NI) \times p_1 \times p_i = C_\theta \times \theta \times (1 - p)
\]

\[
\text{Cost (case 3)} = C_\lambda \times p_2 \times p_i = C_\lambda \times P(A/I) \times P(I) \times p_2 \times p_i = C_\lambda \times (1 - \lambda) \times p
\]

\[
\text{Cost (case 6)} = C_\theta \times (1 - p_2) \times (1 - p_1) = C_\theta \times P(NA/NI) \times P(NI) \times (1 - p) \times (1 - p) = C_\theta \times \theta \times (1 - p)
\]

\[
\text{Cost (case 7)} = C_\lambda \times p_1 \times (1 - p_2) = C_\lambda \times P(NA/I) \times P(I) \times (1 - p) \times (1 - p) = C_\lambda \times \lambda \times p
\]

\[
\text{Min}\left[ \text{Cost (Error)} \right] = \text{Min}\left[ (C_\theta \times \theta \times (1 - p)),(C_\lambda \times (1 - \lambda) \times p) \right] + \text{Min}\left[ (C_\theta \times \theta \times (1 - p)),(C_\lambda \times \lambda \times p) \right]
\]  
\[ (4) \]

To get the optimum performance of the IDS, it is advantageous to minimize the error cost expressed according to the expression (4).

We consider the following cost ratio: \( \rho = C_\lambda / C_\theta \)

\[
\text{Min}\left[ \text{Cost (Error)} \right] = C_\theta \times \text{Min}\left[ (\theta \times (1 - p)),(C_\lambda / C_\theta \times (1 - \lambda) \times p) \right] + \text{Min}\left[ (1 - \theta \times (1 - p)),(C_\lambda / C_\theta \times \lambda \times p) \right]
\]

\[
f\left( \theta, (1 - \lambda) \right) = f_1\left( \theta, (1 - \lambda) \right) + f_2\left( \theta, (1 - \lambda) \right); \]

\[
f_1\left( \theta, (1 - \lambda) \right) = C_\theta \times \text{Min}\left[ (\theta \times (1 - p)),(\rho \times (1 - \lambda) \times p) \right]
\]

\[
f_2\left( \theta, (1 - \lambda) \right) = C_\theta \times \text{Min}\left[ ((1 - \theta) \times (1 - p)),(\rho \times \lambda \times p) \right]
\]

The error cost minimizing is based on the minimizing of the following uncertain cost ratio:

\[
\text{Min}\left[ \text{ratio Cost (Error)} \right] = C_\theta \times \text{Min}\left[ (\theta \times (1 - p)),(\rho \times (1 - \lambda) \times p) \right] + \text{Min}\left[ ((1 - \theta) \times (1 - p)),(\rho \times \lambda \times p) \right]
\]  
\[ (5) \]

The study of this formula returns to the study of the follow function \( f \) with the two strangers: \( \theta \) and \( 1 - \lambda \).
Table 1. IDS events and actions.

<table>
<thead>
<tr>
<th>Type</th>
<th>Event</th>
<th>Action</th>
<th>Event</th>
<th>Condition</th>
<th>Result cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Certain/incertain</td>
<td>Incertain</td>
<td>Incertain</td>
<td>Incertain</td>
<td>Incertain</td>
<td>Incertain</td>
</tr>
<tr>
<td>Associated probabilities</td>
<td>p1</td>
<td>*</td>
<td>p2 and p3</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. IDS operations cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>Report</th>
<th>Probability</th>
<th>Occurrence</th>
<th>Occurrence</th>
<th>Condition</th>
<th>Probability</th>
<th>Cost</th>
<th>Result cost</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Alarm</td>
<td>1</td>
<td>p1</td>
<td>p2</td>
<td>Intrusion</td>
<td>(1−p2)</td>
<td>Cθ</td>
<td>No correct response</td>
<td></td>
</tr>
<tr>
<td>Case 2</td>
<td>Alarm</td>
<td>1</td>
<td>p1</td>
<td>p1</td>
<td>No Intrusion</td>
<td>(1−p2)</td>
<td>Cθ</td>
<td>Error</td>
<td></td>
</tr>
<tr>
<td>Case 3</td>
<td>Alarm</td>
<td>1</td>
<td>p1</td>
<td>p2</td>
<td>Intrusion</td>
<td>(1−p2)</td>
<td>Cθ</td>
<td>No correct response</td>
<td></td>
</tr>
<tr>
<td>Case 4</td>
<td>No Alarm</td>
<td>1</td>
<td>p1</td>
<td>p2</td>
<td>No Intrusion</td>
<td>(1−p2)</td>
<td>Cθ</td>
<td>Error</td>
<td></td>
</tr>
<tr>
<td>Case 5</td>
<td>No Alarm</td>
<td>1</td>
<td>p1</td>
<td>p3</td>
<td>Intrusion</td>
<td>(1−p3)</td>
<td>Cθ</td>
<td>Correct response</td>
<td></td>
</tr>
<tr>
<td>Case 6</td>
<td>No Alarm</td>
<td>1</td>
<td>p1</td>
<td>p3</td>
<td>No Intrusion</td>
<td>(1−p3)</td>
<td>Cθ</td>
<td>Error</td>
<td></td>
</tr>
<tr>
<td>Case 7</td>
<td>No Alarm</td>
<td>1</td>
<td>p1</td>
<td>p3</td>
<td>Intrusion</td>
<td>(1−p3)</td>
<td>Cθ</td>
<td>Correct response</td>
<td></td>
</tr>
<tr>
<td>Case 8</td>
<td>No Alarm</td>
<td>1</td>
<td>p1</td>
<td>p3</td>
<td>No Intrusion</td>
<td>(1−p3)</td>
<td>Cθ</td>
<td>No correct response</td>
<td></td>
</tr>
</tbody>
</table>

\[
f(\theta,1-\lambda) = f_1(\theta,1-\lambda) + f_2(\theta,1-\lambda)
\]

\[
f_1(\theta,1-\lambda) = C_\theta \times \min\left[(\theta \times (1-p)), (\rho \times (1-\lambda) \times p)\right]
\]

\[
f_2(\theta,1-\lambda) = C_\theta \times \min\left[((1-\theta) \times (1-p)), (\rho \times \lambda \times p)\right]
\]

The line \( y_1 = A \times x \) with \( A = (1-p) / (\rho \times p) \) divides the area of ROC in two essential areas:

- **Area 1:** \( y_1 \geq A \times x \), so: \( 1-\lambda \geq (1-p) / (\rho \times p) \times \theta \)
  Then: \( \rho \times (1-\lambda) \times p \geq \theta \times (1-p) \)

- **Area 2:** \( y_1 < A \times x \), \( 1-\lambda < (1-p) / (\rho \times p) \times \theta \)
  Then: \( \rho \times (1-\lambda) \times p < \theta \times (1-p) \)

The line \( y_2 = (A \times x) + B \) with \( A = (1-p) / (\rho \times p) \) and \( B = ((p \times (1+\rho)) - 1) / (\rho \times p) \) divides the area of ROC in two essential areas:

- **Area 3:** \( y_2 \geq (A \times x) + B \)
  So: \( 1-\lambda \geq (1-p) \times \theta / (\rho \times p) + ((p \times (1+\rho)) - 1) / (\rho \times p) \)
  Then:

  \[
  1-\lambda \geq (1-p) \times \theta / (\rho \times p) + (p-1) / (\rho \times p)
  - \lambda \geq (1-p) \times \theta / (\rho \times p) + (p-1) / (\rho \times p)
  \rho \times \lambda \times p \leq (p-1) \times \theta / (1-p);
  \rho \times \lambda \times p \leq (1-\theta) \times (1-p)
  \]

- **Area 4:** \( y_2 < (A \times x) + B \)
  So: \( 1-\lambda < (1-p) \times \theta / (\rho \times p) + (p \times (1+\rho)) - 1) / (\rho \times p) \)
  Then: \( \rho \times \lambda \times p > (1-\theta) \times (1-p) \)

After what precedes, the simplification of the formula of cost (5) depends on the sign of term \( B \), so the arrangement of the two lines \( y_1 = A \times x \) and \( y_2 = (A \times x) + B \).

- **Case 1:** \( B \geq 0 \) i.e. \( p \times (1+\rho) \geq 1 \)

  In this case, the Figure 4 shows that the line \( y_2 = (A \times x) + B \) is located above the line \( y_1 = A \times x \) in the area of ROC.

  In the ROC space, we distinguish three zones:

  - **Zone 1:** in this zone, the functioning point is below the two lines \( y_1 = A \times x \) and \( y_2 = (A \times x) + B \)
we have: \(1 - \lambda < A \times \theta\) and \(1 - \lambda < (A \times \theta) + B\)

\[
\rho \times (1 - \lambda) \times p < \theta \times (1 - p) \quad \text{and} \quad \rho \times \lambda \times p > (1 - \theta) \times (1 - p)
\]

\[
f_1(\theta, (1 - \lambda)) = C_\theta \times \min \left[\theta \times (1 - p), (\rho \times (1 - \lambda) \times p)\right] = C_\theta \times \rho \times (1 - \lambda) \times p = C_\lambda \times (1 - \lambda) \times p
\]

\[
f_2(\theta, (1 - \lambda)) = C_\theta \times \min \left[(1 - \theta) \times (1 - p), (\rho \times \lambda \times p)\right] = C_\theta \times (1 - \theta) \times (1 - p)
\]

\[
f(\theta, (1 - \lambda)) = f_1(\theta, (1 - \lambda)) + f_2(\theta, (1 - \lambda)) = (C_\lambda \times (1 - \lambda) \times p) + (C_\theta \times (1 - \theta) \times (1 - p))
\]

- **Zone 2**: in this zone, the functioning point is below the line \(y_2 = (A \times x) + B\) and above the line \(y_1 = A \times x\)

We have: \(1 - \lambda \geq A \times \theta\) and \(1 - \lambda < (A \times \theta) + B\)

\[
\rho \times (1 - \lambda) \times p \geq \theta \times (1 - p) \quad \text{and} \quad \rho \times \lambda \times p > (1 - \theta) \times (1 - p)
\]

\[
f_1(\theta, (1 - \lambda)) = C_\theta \times \min \left[\theta \times (1 - p), (\rho \times (1 - \lambda) \times p)\right] = C_\theta \times \theta \times (1 - p)
\]

\[
f_2(\theta, (1 - \lambda)) = C_\theta \times \min \left[(1 - \theta) \times (1 - p), (\rho \times \lambda \times p)\right] = C_\theta \times (1 - \theta) \times (1 - p)
\]

\[
f(\theta, (1 - \lambda)) = f_1(\theta, (1 - \lambda)) + f_2(\theta, (1 - \lambda)) = (C_\lambda \times (1 - \lambda) \times p) + (C_\theta \times (1 - \theta) \times (1 - p))
\]

- **Zone 3**: in this zone, the functioning point is above the two lines \(y_1 = A \times x\) and \(y_2 = (A \times x) + B\)

We have: \(1 - \lambda \geq A \times \theta\) and \(1 - \lambda \geq (A \times \theta) + B\)

\[
\rho \times (1 - \lambda) \times p \geq \theta \times (1 - p) \quad \text{and} \quad \rho \times \lambda \times p \leq (1 - \theta) \times (1 - p)
\]

\[
f_1(\theta, (1 - \lambda)) = C_\theta \times \min \left[\theta \times (1 - p), (\rho \times (1 - \lambda) \times p)\right] = C_\theta \times \theta \times (1 - p)
\]

\[
f_2(\theta, (1 - \lambda)) = C_\theta \times \min \left[(1 - \theta) \times (1 - p), (\rho \times \lambda \times p)\right] = C_\theta \times \rho \times \lambda \times p = C_\lambda \times \lambda \times p
\]

\[
f(\theta, (1 - \lambda)) = f_1(\theta, (1 - \lambda)) + f_2(\theta, (1 - \lambda)) = (C_\lambda \times (1 - \lambda) \times p) + (C_\theta \times \lambda \times p)
\]

- **Case 2**: \(B < 0\) i.e. \(p \times (1 + p) < 1\)

In this case, the Figure 5 shows that the line \(y_2 = (A \times x) + B\) is located below the line \(y_1 = A \times x\) in the area of ROC.

In the ROC space, we distinguish three zones:

- **Zone 1**: in this zone, the functioning point is below the two lines \(y_1 = A \times x\) and \(y_2 = (A \times x) + B\).
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Figure 5. ROC space with \( B < 0 \).

We have: \( 1 - \lambda < A \times \theta \) and \( 1 - \lambda < ( A \times \theta ) + B \)

\[
\rho \times (1 - \lambda) \times p < \theta \times (1 - p) \quad \text{and} \quad \rho \times \lambda \times p > (1 - \theta) \times (1 - p)
\]

\[
f_1(\theta,(1 - \lambda)) = C_o \times \text{Min}[\theta \times (1 - p), (\rho \times (1 - \lambda) \times p)] = C_o \times \rho \times (1 - \lambda) \times p = C_o \times (1 - \lambda) \times p
\]

\[
f_2(\theta,(1 - \lambda)) = C_o \times \text{Min}[(1 - \theta) \times (1 - p), (\rho \times \lambda \times p)] = C_o \times (1 - \theta) \times (1 - p)
\]

\[
f(\theta,(1 - \lambda)) = f_1(\theta,(1 - \lambda)) + f_2(\theta,(1 - \lambda)) = (C_o \times (1 - \lambda) \times p) + (C_o \times (1 - \theta) \times (1 - p))
\]

- Zone 2: in this zone, the functioning point is below the line \( y_i = A \times x \) and above the line \( y_2 = (A \times x) + B \).

We have: \( 1 - \lambda < A \times \theta \) and \( 1 - \lambda > (A \times \theta) + B \)

\[
\rho \times (1 - \lambda) \times p < \theta \times (1 - p) \quad \text{and} \quad \rho \times \lambda \times p \leq (1 - \theta) \times (1 - p)
\]

\[
f_1(\theta,(1 - \lambda)) = C_o \times \text{Min}[\theta \times (1 - p), (\rho \times (1 - \lambda) \times p)] = C_o \times \rho \times (1 - \lambda) \times p = C_o \times (1 - \lambda) \times p
\]

\[
f_2(\theta,(1 - \lambda)) = C_o \times \text{Min}[(1 - \theta) \times (1 - p), (\rho \times \lambda \times p)] = C_o \times \rho \times \lambda \times p = C_o \times \lambda \times p
\]

\[
f(\theta,(1 - \lambda)) = f_1(\theta,(1 - \lambda)) + f_2(\theta,(1 - \lambda)) = (C_o \times (1 - \lambda) \times p) + (C_o \times \lambda \times p) = C_o \times p
\]

- Zone 3: in this zone, the functioning point is above the two lines \( y_i = A \times x \) and \( y_2 = (A \times x) + B \).

We have: \( 1 - \lambda > A \times \theta \) and \( 1 - \lambda > (A \times \theta) + B \)

\[
\rho \times (1 - \lambda) \times p > \theta \times (1 - p) \quad \text{and} \quad \rho \times \lambda \times p \leq (1 - \theta) \times (1 - p)
\]

\[
f_1(\theta,(1 - \lambda)) = C_o \times \text{Min}[\theta \times (1 - p), (\rho \times (1 - \lambda) \times p)] = C_o \times \theta \times (1 - p)
\]

\[
f_2(\theta,(1 - \lambda)) = C_o \times \text{Min}[(1 - \theta) \times (1 - p), (\rho \times \lambda \times p)] = C_o \times \rho \times \lambda \times p = C_o \times \lambda \times p
\]

\[
f(\theta,(1 - \lambda)) = f_1(\theta,(1 - \lambda)) + f_2(\theta,(1 - \lambda)) = (C_o \times \theta \times (1 - p)) + (C_o \times \lambda \times p)
\]

After the previous study, we can present all the scenarios in Table 3.

This cost is for one incoming request. If there are N incoming requests, the costs referred to above must be multiplied by N.
Table 3. Cost formula simplification.

<table>
<thead>
<tr>
<th>Value of ( p \times (1+\rho) )</th>
<th>Zone 1</th>
<th>Zone 2</th>
<th>Zone 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p \times (1+\rho) \geq 1 )</td>
<td>((C_\lambda \times (1-\lambda) \times p) + (C_\theta \times (1-\theta) \times (1-p)))</td>
<td>(C_\lambda \times (1-p))</td>
<td>((C_\lambda \times \theta \times (1-p)) + (C_\theta \times \rho \times (1-p)))</td>
</tr>
<tr>
<td>( p \times (1+\rho) &lt; 1 )</td>
<td>(C_\lambda \times p)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.3. Parameter Values

To introduce our simulation, we represent the values of all parameters in Table 4.

5.4. Simulation

1) Methodology:
- Selection of the target IDS in our study, characterized by performance indicator: the ROC curve.
- The ROC curve describes the relationship between the characteristics of an IDS, the probability of detection \((1 - \lambda)\), and the probability of false positive alarm \((\theta)\). It represents \(\theta\) provided by the IDS at a given time \((1 - \lambda)\). The ROC curve summarizes the performance of IDS.
- We show how the cost model can be implemented once the five ROC curves are constructed of IDS. We will implement our cost model on the ROC curves in three different cases to evaluate the behavior of each classifier (ROC).

2) Purpose of simulation
- Study the impact of choice of \(C_\lambda\) and \(p\) on the minimization of the function \(f(\theta, (1 - \lambda)) = \text{Min} [\text{cost ratio (error)}]\)
- Study the impact of choice of \(C_\lambda\) and \(p\) on the choice of the optimal interval where the IDS works optimally.

3) IDS Targeted
The five IDS Targeted by our study is characterized by the following values of the couple \((\theta, \lambda)\). The (ROC) curve of these IDS is represented according to the following Table 5 and Figure 6.
As shown on the ROC curves, the five IDS can be classified according to their detections probability following the minimum false positive rate as follows according to Table 6.
For a precise value of detection probability, the IDS4 (the best) has the minimum value of false positive rate and the IDS5 (the worse) has the maximum value of false positive rate.
For a precise value of false positive rate, the IDS4 (the best) has the maximum of value of probability detection and the IDS5 (the worse) has the minimum value of probability detection.

4) Simulation parameters values:
We consider the following three cases of simulation shown according to the Table 7.
These values have been used in formulas described in the Table 3. These new formulas are represented in Table 8.

5) Simulation of the five IDS:
According to simulation parameters values shown in Table 7, the Figure 7 represents the five simulations related to the five IDSs and the three cases.

6) Simulation results and discussion
a) General results
- The cost begins to decrease as the probability of detection \((1 - \lambda)\) is increasing. Since \((1 - \lambda)\) increases, the number of missed intrusions decreases and also for associated costs. However, after a certain point, if we continue to increase the value of \((1 - \lambda)\) the projected cost stops decreasing and begins to increase.
- At this point, the cost of false positives is higher than the cost of missed intrusions (cost of damage). This is known as the “point of minimal cost on the ROC curve” or (PMCR).

b) General results for the three cases
- For the four IDS: IDS1, IDS2, IDS3 and IDS4 the cost of PMCR is minimal for the case 2 and maximal for the case 3. So, the IDS functioning point cost is cheaper in the case 2, because the cost damage \(C_\lambda\) is the low, so, with less missed intrusions most damage. The IDS functioning point cost is priced in the case 3, because the cost damage \(C_\lambda\) is high, so, with more missed intrusions most damage.
- For the IDS5 the cost of PMCR is minimal for the case 2 and maximal for the case 1. So, the IDS functioning point cost is cheaper in the case 2 and it is priced in the case 1.
Table 4. Simulation parameter values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Commentry</th>
<th>Réf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average number of lost files violation (N)</td>
<td>775</td>
<td></td>
<td>[41]</td>
</tr>
<tr>
<td>Average Cost of damage/file (C_{d})</td>
<td>$188</td>
<td>average cost recorded during the last six years</td>
<td>[42]</td>
</tr>
<tr>
<td>Average Cost of damage (C_{λ})</td>
<td>$145,700</td>
<td>N * C_{d} = 775 * $188</td>
<td>[41,42]</td>
</tr>
<tr>
<td>Cost of a false positive (C_{θ})</td>
<td>$1500</td>
<td></td>
<td>[43]</td>
</tr>
</tbody>
</table>

Table 5. (θ, λ) values of the five IDS.

<table>
<thead>
<tr>
<th>θ</th>
<th>1 − λ_{1}</th>
<th>1 − λ_{2}</th>
<th>1 − λ_{3}</th>
<th>1 − λ_{4}</th>
<th>1 − λ_{5}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.01</td>
<td>0.05</td>
<td>0.3</td>
<td>0.2</td>
<td>0.982</td>
<td>0.01</td>
</tr>
<tr>
<td>0.02</td>
<td>0.072</td>
<td>0.52</td>
<td>0.45</td>
<td>0.983</td>
<td>0.02</td>
</tr>
<tr>
<td>0.024</td>
<td>0.77</td>
<td>0.57</td>
<td>0.5</td>
<td>0.984</td>
<td>0.024</td>
</tr>
<tr>
<td>0.028</td>
<td>0.79</td>
<td>0.59</td>
<td>0.52</td>
<td>0.985</td>
<td>0.028</td>
</tr>
<tr>
<td>0.032</td>
<td>0.81</td>
<td>0.61</td>
<td>0.54</td>
<td>0.986</td>
<td>0.032</td>
</tr>
<tr>
<td>0.036</td>
<td>0.83</td>
<td>0.63</td>
<td>0.56</td>
<td>0.987</td>
<td>0.036</td>
</tr>
<tr>
<td>0.04</td>
<td>0.84</td>
<td>0.68</td>
<td>0.61</td>
<td>0.988</td>
<td>0.04</td>
</tr>
<tr>
<td>0.06</td>
<td>0.87</td>
<td>0.7</td>
<td>0.63</td>
<td>0.989</td>
<td>0.06</td>
</tr>
<tr>
<td>0.08</td>
<td>0.89</td>
<td>0.75</td>
<td>0.65</td>
<td>0.99</td>
<td>0.08</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9</td>
<td>0.78</td>
<td>0.68</td>
<td>0.991</td>
<td>0.1</td>
</tr>
<tr>
<td>0.2</td>
<td>0.92</td>
<td>0.82</td>
<td>0.72</td>
<td>0.992</td>
<td>0.2</td>
</tr>
<tr>
<td>0.3</td>
<td>0.93</td>
<td>0.88</td>
<td>0.78</td>
<td>0.993</td>
<td>0.3</td>
</tr>
<tr>
<td>0.4</td>
<td>0.94</td>
<td>0.92</td>
<td>0.8</td>
<td>0.994</td>
<td>0.4</td>
</tr>
<tr>
<td>0.5</td>
<td>0.95</td>
<td>0.93</td>
<td>0.83</td>
<td>0.995</td>
<td>0.5</td>
</tr>
<tr>
<td>0.6</td>
<td>0.96</td>
<td>0.94</td>
<td>0.86</td>
<td>0.996</td>
<td>0.6</td>
</tr>
<tr>
<td>0.7</td>
<td>0.98</td>
<td>0.96</td>
<td>0.9</td>
<td>0.997</td>
<td>0.7</td>
</tr>
<tr>
<td>0.8</td>
<td>0.985</td>
<td>0.965</td>
<td>0.95</td>
<td>0.998</td>
<td>0.8</td>
</tr>
<tr>
<td>0.9</td>
<td>0.99</td>
<td>0.97</td>
<td>0.97</td>
<td>0.999</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 6. IDS quality study.

<table>
<thead>
<tr>
<th>IDS</th>
<th>Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDS1</td>
<td>Excellent</td>
</tr>
<tr>
<td>IDS2</td>
<td>Very well</td>
</tr>
<tr>
<td>IDS3</td>
<td>Good</td>
</tr>
<tr>
<td>IDS4</td>
<td>The best</td>
</tr>
<tr>
<td>IDS5</td>
<td>The worse</td>
</tr>
</tbody>
</table>

Table 7. (p, C_{θ}, C_{d}, ρ, A, B) values for the three cases.

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>C_{θ}</th>
<th>C_{λ}</th>
<th>ρ</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.01</td>
<td>$1500</td>
<td>$145,700</td>
<td>97.13</td>
<td>1.019</td>
<td>−0.0193</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.01</td>
<td>$1500</td>
<td>$49,000</td>
<td>32.67</td>
<td>3.03</td>
<td>−1.03</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.04</td>
<td>$1500</td>
<td>$145,700</td>
<td>97.13</td>
<td>0.247</td>
<td>0.753</td>
</tr>
</tbody>
</table>

Table 8. Cost formula simplification with case.

<table>
<thead>
<tr>
<th>Case</th>
<th>Zone 1</th>
<th>Zone 2</th>
<th>Zone 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>(1457 × (1 − λ)) + (1485 × (1 − θ))</td>
<td>1457</td>
<td>(1485 × θ) + (1457 × λ)</td>
</tr>
<tr>
<td>Case 2</td>
<td>(490 × (1 − λ)) + (1485 × (1 − θ))</td>
<td>490</td>
<td>(1485 × θ) + (490 × λ)</td>
</tr>
<tr>
<td>Case 3</td>
<td>(5828 × (1 − λ)) + (1440 × (1 − θ))</td>
<td>1440</td>
<td>(1440 × θ) + (5828 × λ)</td>
</tr>
</tbody>
</table>
Figure 6. ROC curves of the five IDS.

Figure 7. Error cost of the five IDS.
• $C_1$ for the case 2 is lower. Normally $C_\theta$ has a greater impact on the cost and there is a great need to deal with false positives. The probability of false positives and probability of detection in this case have lower values to compensate for the problem of false positives and attain the PMCR.

• With the decreasing of $C_\lambda$ in the case 2. The detection probability can have inferior values to attain the PMCR.

• In the case 3, intrusions probability has a high value. This fact is the reason of the increasing of errors costs due to the increasing of missed intrusions (damage cost). To deal with that, we prove that the detection probability has increased to attain the PMCR with the minimum possible damage cost.

c) General results for the five IDS

• For the IDS5, the cost of errors, kept a constant value although the probability of detection has increased. This is due to the existence of the operating point in the zone 2. The ROC curve $y = x$ is localized between the two lines: $y_2 = (A \times x)B$ and $y_1 = A \times x$.

• The PMCR “point of minimal cost on the ROC curve” which generated the maximum cost for the three cases is the PCMR of IDS5 (the worse).

• The PMCR “point of minimal cost on the ROC curve” which generated the minimal cost for the three cases is the PCMR of IDS4 (the best).

7) Values of cost minimal point for three cases and the five IDS

For the five IDS and for the three cases, we have found the cost of the PMCR, represented in Table 9. A comparison between the PMCR costs of five IDSs according to the three cases is given through the Figure 8 below.

8) Interval of trade-off between the damage costs and the FP for three cases and the five IDS

This interval consists of two terminals: lower ($a$) and upper bound ($b$).

\[ \text{Interval}_\text{trade-off} = \text{ITO} = [a, b] \]

Graphically, they are represented by the two points of intersection between the graph of the cost function error $f(\theta, 1 - \lambda)$ and the straight line to the axis of abscissas: $y = Cc$.

\[ Cc = Cm \times (1 + \text{OPSR}) \]  

With:

$Cc$: trade-off cost

$\text{OPSR}$: optimal band severity rate

$Cm$: the PMCR cost

For our case, the OPSR can take the values 5%, 25% and 35%.

Below, the Table 10 shows trade off intervals related to five IDSs and the three cases according to OPSR values choice.

a) Observations

We refer in the Table 10 of results, we find that:

• The optimal interval of the IDS3 (quality: good) is the least qualitatively, as it is defined for low values of the detection probability.

• The optimal interval of the IDS4 (quality: the best) is more qualitative, as it is defined for high values of the detection probability.

• The optimal interval of the IDS5 (quality: the bad) cannot be useful, as long as for the IDS5, the value of cost remains constant and does not depend on the value of detection probability. In this case, we cannot talk about optimal interval of IDS functioning.

• As the OPSR increases, the optimal interval becomes wider. This interval earns more values of detection probability by increasing its supremum and decreasing its infimum.

• As the OPSR decreases, the optimal interval becomes narrowed. This interval loses, in this case, more high and low values of detection probability.

• For the case 2, $C_\lambda$ is lower, the optimal interval contains lower values of the detection probability in comparison with the case 1.

• For the case 3, intrusions probability has a high value. The optimal interval contains high values of the detection probability in comparison with the case 1 and the case 1.

b) Justifications
The highest quality observed for the optimal interval is due to the excellent performance observed on the ROC curve of the IDS3.

The minimum quality observed for the optimal interval is due to lower performance observed on the ROC curve of the IDS4.

The absence of the notion of the optimal interval of IDS operating is due to the bad quality of the IDS5 observed on its ROC curve.

The increasing of the OPSR, the optimal interval becomes wider. We gain new high values of detection probability, and it is beneficial, but in another side, we are penalized by the adding of low values of detection probability. In cost aspect, the IDS operation is tolerated according to a trade-off cost ($C_c$), calculated basing on a high value of OPSR rate.

The decreasing of the OPSR, the optimal interval becomes narrowed. We lose new high values of detection probability, but we are rewarded by the adding of high values of detection probability.
probability, and it is unfavourable, but in another side, we have profit by the lost of low values of detection probability. In cost aspect, the IDS operation is tolerated according to a trade-off cost \((C_c)\), calculated basing on a low value of OPSR rate.

- For the case 2, the probability of false positive and probability of detection have lower values to compensate for the problem of false positive and attain the PCMR.
- For the case 3, intrusions probability has a higher value. That generates the increasing of missed intrusions (damage cost). To have a countermeasure against this, the detection probability has increased to attain the PMCR with the minimum damage cost.

c) Results

- It is concluded that the optimal interval of IDS functioning depends mainly on the performance observed on the ROC curve of IDS, on the choice of OPSR rate, on the choice of the damage cost \((C_\lambda)\) and the intrusions probability.
- It is concluded that the optimal interval of IDS functioning is a considered as a trade-off between the damage cost and the fp cost.

6. Conclusions

In this paper, we have proposed a new optimization cost model for IDS which lets the IDS works with minimum costs.

In simulation, we study three cases defined with the parameters \((p, C_\beta, C_\lambda, \rho, A, B)\) and five IDSs distinguished according to their qualities and their ROC curves. We have shown the impact of choice of \(C_\lambda\) and \(p\) on the minimization of the function \(f(1 - \lambda) = \text{Min} [\text{cost ratio (error)}]\).

Our model proposed a minimal interval where the IDSs work optimally. In simulation, we have found that this interval is considered as a trade-off between the damage cost and the false positive cost.

In our future work, we will focus on the enhancing of the ROC dynamic choice impact on the optimal functioning interval for Intrusion Detection System.
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