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ABSTRACT 

This study concerns with fault diagnosis of urban rail vehicle auxiliary inverter using wavelet packet and RBF neural 
network. Four statistical features are selected: standard voltage signal, voltage fluctuation signal, impulsive transient 
signal and frequency variation signal. In this article, the original signals are decomposed into different frequency sub-
bands by wavelet packet. Next, an automatic feature extraction algorithm is constructed. Finally, those wavelet packet 
energy eigenvectors are taken as fault samples to train RBF neural network. The result shows that the RBF neural net-
work is effective in the detection and diagnosis of various urban rail vehicle auxiliary inverter faults. 
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1. Introduction 

Auxiliary inverters are one of the most important and 
common components in urban rail vehicle applications, and 
their failures can cause both personal damage and eco-
nomic loss, if the fault cannot be detected and diagnosed 
well in advance. The quality and reliability of the vehicle 
auxiliary inverter directly affects the running safety and 
passenger’s comfort. Therefore, it is significant to be able 
to accurately and automatically detect and diagnose the 
existence and severity of the faults occurring in the auxil-
iary inverter. 

With the development of failure diagnosis, there are 
many methods which are used to detection and diagnosis 
sites, for example, FFT, STFT, wavelet transform, neutral 
networks [1-4] and soon. Wavelet packet analysis has been 
proved as effective signal processing techniques for a vari-
ety of signal processing problems. It is a time-frequency 
analysis tool that allows an adaptive subband decomposi-
tion of the signal. It is possible to choose in a binary de-
composition tree, the optimal subtree optimizing a given 
criterion [5]. Neural networks have become a popular tool 
in the fault diagnosis due to their fault tolerance and capac-
ity for self-organization [6]. Among the various types of 
ANNs, RBF (Radial Basis Function) neural network has 
become more and more popular in engineering applications, 
due to its ability to approximate complex nonlinear map-

pings directly from the input-output data with a simple 
topological structure [7]. The purpose of this paper is to 
establish an effective method for fault diagnosis of urban 
rail vehicle auxiliary inverter based on wavelet packet and 
RBF neural network. The feasibility of this method is 
demonstrated through the data of voltage signal. These 
results reported in this paper clearly demonstrate the accu-
racy of implementing this approach for urban rail vehicle 
auxiliary inverter.  

The study is outlined as follows. In Section 2, the wave-
let and wavelet packet analyses are introduced. In Section 3, 
we introduce the wavelet packet energy vector algorithm. 
Section 4 defines the RBF neural network model. Section 5 
demonstrates the effectiveness of the proposed wavelet 
packet and RBF neural network algorithm for faults diag-
nosis of urban rail vehicle auxiliary inverter. Finally, the 
conclusions are drawn in Section 6. 

2. Wavelet and Wavelet Packet Analysis 

If    2t L R   and its Fourier transform,  ˆ f , sat-
isfy the admissibility condition [8] 

  2
ˆ f

C
f





               (1) 

A wavelet  t  is a function of zero average  



Detection and Diagnosis of Urban Rail Vehicle Auxiliary Inverter Using Wavelet Packet and RBF Neural Network 212 

  0t




               (2) 

 t  is a wavelet function and  is the space of 
square integrable complex functions. The corresponding 
family of wavelets consists of a series of son wavelets, 
which are generated by dilation and translation from the 
mother wavelet , is shown as follows: 
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where a and b are the dilation and translation parameters, 
respectively. 

Wavelet packet analysis decomposes signals not only 
into low-frequency signals, but also into a high-frequency 
part. WPD can adaptively select the appropriate frequency 
spectrum to match the signal spectrum from the analysis of 
the signal characteristics and requirements, it is relatively 
refined method. As shown in Figure 1, it is the diagram of 
wavelet packet decomposition. S represents original signal, 

1  represents the 1st low frequency coefficient 10a X , 
which decomposed by wavelet packet, 1  represents the 
1st low frequency coefficient 

d
11X , others is so on. 

3. Wavelet Packet Energy Vector Algorithm 

1) The wavelet packet is adopted to decompose the 
original signals. 

2) The energy feature of each band 
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where, 

 0,1, ,7; 1,2, ,jkx j k   n  

represents amplitude of the reconstructed signal. 
3) The wavelet packet energy eigenvector. 
The definition of all the energy of signal: 

7

3
0

j
j

E E


                 (5) 

A band of relative wavelet packet energy: 
 

 

Figure 1. Signal diagram of wavelet packet decomposition. 
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The definition of relative wavelet packet energy fea-
ture vector [9]: 

 30 31 37, , ,iK p p p             (7) 

4. The RBF Neural Network Model 

The recent development of powerful learning algorithm 
for the ANN (Artificial Neural Network) has led to their 
utilization in many engineering applications [10-12]. 
Among the various types of ANNs, RBF (Radial Basis 
Function) neural network has become more and more 
popular in engineering applications. The Radial Basis 
Function (RBF) neural network is a kind of feed forward 
neural network. It has higher convergence rate, it can 
determine corresponding network topology structure ac-
cording to the specific issues and self-study, organization, 
adaptive function. The neurons of RBF neural network 
use radial basis transfer function, with two structural lay-
ers. The first layer is implied in radial basis function layer, 
and the second layer is output linear layer. The mapping 
relationship of surface is stored in network connection 
weights and threshold which make RBF neural network 
with strong fault tolerance and functional approximation 
ability. The RBF neural networks typically have three 
layers: an input layer, a hidden layer with nonlinear RBF 
activation functions and a linear output layer [13]. Figure 
2 shows the RBF neural network structure for fault di-
agnosis of auxiliary inverter. 

5. Experimental Results 

5.1. The Process of Wavelet Packet 

Figures 3(a)-5(a) are the time domain of the signal. For 
wavelet packet decomposition of the original data, the 
decomposition structure at 3 is realized and shown in 
Figures 3(b)-5(b). After wavelet packet decomposition, 
the wavelet packet energy eigenvector is constructed. 

5.2. RBF Neural Network for Fault Diagnosis 
and Verification 

To validate the approach presented in this paper, the 
dataset of wavelet packet energy eigenvector is divided 
 

 

Figure 2. Framework of RBF neural network. 
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(a)                                                       (b) 

Figure 3. (a) The time domain of voltage fluctuation signal; (b) The reconstructed waveform of voltage fluctuation signal. 
 

   
(a)                                                       (b) 

Figure 4. (a) The time domain of power interruption signal; (b) The reconstructed waveform of power interruption signal. 
 

   
(a)                                                       (b) 

Figure 5. (a) The time domain of frequency variation signal; (b) The reconstructed waveform of frequency variation signal. 
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Table 1. Sample data of urban rail vehicle auxiliary inverter operation. 

Number Training sample Fault status Fault vector 

1 0.9389 0.0174 0.0032 0.0384 0.0000 0.0000 0.0003 0.0018 Voltage fluctuation (1 0 0) 

2 0.9348 0.0208 0.0031 0.0393 0.0000 0.0000 0.0003 0.0017 Voltage fluctuation (1 0 0) 

3 0.8521 0.0395 0.0082 0.0946 0.0000 0.0000 0.0009 0.0047 Voltage fluctuation (1 0 0) 

4 0.6381 0.1013 0.0183 0.2294 0.0000 0.0000 0.0019 0.0109 Power interruption (0 1 0) 

5 0.8209 0.0500 0.0034 0.1193 0.0000 0.0000 0.0004 0.0060 Power interruption (0 1 0) 

6 0.7585 0.0630 0.0032 0.1661 0.0000 0.0000 0.0005 0.0088 Power interruption (0 1 0) 

7 0.1426 0.2836 0.0373 0.5116 0.0000 0.0000 0.0035 0.0214 Frequency variation (0 0 1) 

8 0.1939 0.2454 0.0351 0.4991 0.0000 0.0000 0.0036 0.0229 Frequency variation (0 0 1) 

9 0.2071 0.2216 0.0320 0.5111 0.0000 0.0000 0.0033 0.0249 Frequency variation (0 0 1) 

 
Table 2. Testing data. 

Number Training sample Fault status 

1 0.7897 0.0579 0.0075 0.1367 0.0000 0.0000 0.0010 0.0072 Voltage fluctuation 

2 0.6340 0.0961 0.0082 0.2477 0.0000 0.0000 0.0010 0.0130 Power interruption 

3 0.3552 0.1641 0.0111 0.4450 0.0000 0.0000 0.0015 0.0231 Frequency variation 

 
Table 3. Testing data. 

Fault status Fault vector Actual outputs Testing results 
Voltage fluctuation (1 0 0) (0.9163    0.0156    0.0130) Voltage fluctuation 
Impulsive transient (0 1 0) (0.0212    0.8960    0.0264) Power interruption 
Frequency variation (0 0 1) (0.0265    0.0198    0.9403) Frequency variation 

 
into two datasets to be used for training and testing. The 
training set is used for determining the RBF neural net-
work parameters. The testing dataset is set for validating 
the performance of the trained model. The training group 
is shown in Table 1, the testing group is shown in Table 
2. After many times of experiments, the hidden layer 
adopts 8 neurons with faster speed and better learning 
effect, so the structure of RBF neural network is 8-8-3. 
The input layer adopts 8 corresponding to the 8 different 
ranges of the frequency spectrum of a fault signal, 3 
outputs corresponding to 3 respective signals, such as 
voltage fluctuation signal, impulsive transient signal and 
Frequency variation signal. The test results of this case 
are shown in Table 3. 

6. Conclusions 

In this paper, an effective method for fault diagnosis of 
urban rail vehicle auxiliary inverter based on wavelet 
packet and RBF neural network is presented. 

1) The wavelet packet method is an expansion of clas-
sical wavelet decomposition that presents more possibili-
ties for signal processing. 

2) RBF neural network has higher convergence rate 
and better robustness. It can determine corresponding 
network topology structure according to the specific is-
sues and self-study, organization and adaptive function. 

The experimental results show that the proposed 
method gives an effective and attractive approach for the 

fault diagnosis of the urban rail vehicle auxiliary inverter. 
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