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ABSTRACT

The objective of the research is to analyze the ability of the artificial neural network model developed to forecast the credit risk of a panel of Italian manufacturing companies. In a theoretical point of view, this paper introduces a literature review on the application of artificial intelligence systems for credit risk management. In an empirical point of view, this research compares the architecture of the artificial neural network model developed in this research to another one, built for a research conducted in 2004 with a similar panel of companies, showing the differences between the two neural network models.
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1. Introduction

The credit risk has long been an important and widely studied topic in banking. For lots of commercial banks, the credit risk remains the most important and difficult risk to manage and evaluate. In the last years the advances in information technology have lowered the costs of acquiring, managing and analyzing data, in an effort to build more robust and efficient techniques for credit risk management.

In recent years, a great number of the largest banks have developed sophisticated systems in an attempt to make more efficient the process of credit risk management. The objective of the credit scoring models is to evaluate the risk profile of the companies and then to assign different credit scores to companies with different probability of default. Therefore credit scoring problems are basically in the scope of the more general and widely discussed discrimination and classification problems [1-5].

Nowadays there is a need to automate the credit approval decision process, in order to improve the efficiency of credit risk management processes. This need in bank lending processes is emphasized by the regulatory framework of Basel 2 by giving banks a range of increasingly sophisticated options for calculating capital charges. Banks will be expected to employ the capital adequacy method most appropriate to the complexity of their transactions and risk profiles. For credit risk, the range of options begins with the standardized approach and extends to the internal rating-based (IRB) approaches.

The crisis, that hit three years ago the international financial system and still has adverse effects on the global economy, has been considered essential to an overall rethinking of prudential regulation. Although the crisis was the result of many contributing factors, certainly the regulatory environment and supervision of the financial sector have not been able to prevent excessive expansion of risk of harnessing the transmission of financial turmoil.

The set of measures proposed by the Basel Committee, which will form the basis of the new Capital Accord of Basel 3, aims to redefine the important aspects of regulatory, in line with the ambitious targets set by the G20.

The new Accord of Basel 3 essentially confirms the basic philosophy of Basel 2, but it notes some limitations of the framework and introduces the necessary corrective measures to increase the capital adequacy of banks, especially about the liquidity risk. In particular, the first element of strengthening the prudential rules is the increase in the quantity and quality of the regulatory capital. The new regulatory framework of Basel 3 also seems to confirm the sensibility of the Committee about the increasing sophisticated models for calculating capital charges.

Although the research has been conducted jointly by the two authors, paragraphs 1, 2, 3 and 5 can be attributed to Vincenzo Pacelli, paragraphs 3.1 and 3.2 can be attributed to Michele Azzollini, while paragraph 4 is a collaborative effort of the two authors.
and managing credit risk.

The objective of this paper is to analyze the ability of the artificial neural network model developed to forecast the credit risk of a panel of Italian manufacturing companies. In a theoretical point of view, this paper introduces a detail literature review on the application of artificial intelligence systems for credit risk management. In an empirical point of view, this research compares the architecture of the artificial neural network model developed in this research to another one, built for a research conducted in 2004 with a similar panel of companies, showing the differences between the two neural network models.

2. A Literature Review

In the last years, the literature has produced several studies about the application of artificial intelligence systems for credit risk management. Among the studies on the application of artificial intelligence systems within the classification and discrimination of economic phenomena, with particular attention to the management of the credit risk, we can mention Tam and Kiang [6], Lee, Chiu, Lu and Chen [7], Altman, Marco and Varetto [8], Zhang, Cao and Schniederjans [9], Huang, Chen, Hsu, Chen and Wu [10], Ravi Kumar and Ravi [11], Angelini, Tollo and Roli [12], Chauhan, Ravi and Chandra [13], Hsieh and Hung [14].

The paper of K. Y. Tam and M. Y. Kiang [6] introduces a neural network approach to perform discriminant analysis in business research. Using bank default data, the neural approach is compared with linear classifier. Empirical results show that neural model is a promising method of evaluating bank conditions in terms of predictive accuracy, adaptability and robustness.

The objective of the paper of T. S. Lee, C. C. Chiu, C. J. Lu and I. F. Chen [7] is to explore the performance of credit scoring by integrating the back propagation neural networks with traditional discriminant analysis approach. To demonstrate the inclusion of the credit scoring result from discriminant analysis would simplify the network structure and improve the credit scoring accuracy of the designed neural network model, credit scoring tasks are performed on one bank credit card data set. As the results reveal, the proposed hybrid approach converges much faster than the conventional neural networks model. Moreover, the credit scoring accuracies increase in terms of the proposed methodology and outperform traditional discriminant analysis and logistic regression approaches.

E. I. Altman, G. Marco and F. Varetto [8] analyze the comparison between traditional statistical methodologies for distress classification and prediction, i.e., linear discriminant (LDA) or logit analyses, with an artificial neural networks (ANN). Analyzing over 1000 healthy, vulnerable and unsound industrial Italian firms from 1982 – 1992, this study was carried out at the Centrale dei Bilanci in Turin (Italy) and is now being tested in actual diagnostic situations. The results are part of a larger effort involving separate models for industrial, retailing/trading and construction firms. The results indicate a balanced degree of accuracy and other beneficial characteristics between LDA and ANN. The authors are particularly careful to point out the problems of the “black-box” ANN systems, including illogical weightings of the indicators and over fitting in the training stage both of which negatively impacts predictive accuracy. Both types of diagnostic techniques displayed acceptable, over 90%, classification and holdout sample accuracy and the study concludes that there certainly should be further studies and tests using the two techniques and suggests a combined approach for predictive reinforcement.

W. Zhang, Q. Cao and M. J. Schniederjans [9] present a comparative analysis of the forecasting accuracy of univariate and multivariate linear models that incorporate fundamental accounting variables (i.e., inventory, accounts receivable, and so on) with the forecast accuracy of neural network models. Unique to this study is the focus of their comparison on the multivariate models to examine whether the neural network models incorporating the fundamental accounting variables can generate more accurate forecasts of future earnings than the models assuming a linear combination of these same variables. They investigate four types of models: univariate-linear, multivariate-linear, univariate-neural network, and multivariate-neural network using a sample of 283 firms. This study shows that the application of the neural network approach incorporating fundamental accounting variables results in forecasts that are more accurate than linear forecasting models. The results also reveal limitations of the forecasting capacity of investors in the security market when compared to neural network models.

Z. Huang, H. Chen, C. J. Hsu, W. H. Chen and S. Wu [10] introduce a relatively new machine learning technique, support vector machines (SVM), in attempt to provide a model with better explanatory power. They use back propagation neural network (BNN) as a benchmark and obtain prediction accuracy around 80% for both BNN and SVM methods for the United States and Taiwan markets. However, only slight improvement of SVM is observed. Another direction of the research is to improve the interpretability of the AI-based models. They applied the research results in neural network model interpretation and obtain relative importance of the input financial variables from the neural network models. Based on these results, they conduct a market comparative analysis on the differences of determining factors in the
United States and Taiwan markets.

P. Ravi Kumar and V. Ravi [11] present a comprehensive review of the work done, during the 1968-2005, in the application of statistical and intelligent techniques to solve the bankruptcy prediction problem faced by banks and firms. The review is categorized by taking the type of technique applied to solve this problem as an important dimension. Accordingly, the papers are grouped in the following families of techniques: 1) statistical techniques, 2) neural networks, 3) case-based reasoning, 4) decision trees, 5) operational research, 6) evolutionary approaches, 7) rough set based techniques, 8) other techniques subsuming fuzzy logic, support vector machine and isotonic separation and 9) soft computing subsuming seamless hybridization of all the above-mentioned techniques. What particular significance is that in each paper, the review highlights the source of data sets, financial ratios used, country of origin, time line of study and the comparative performance of techniques in terms of prediction accuracy wherever available. The review also lists some important directions for future research.

E. Angelini, G. Tollo and A. Roli [12] describe the case of a successful application of neural networks to credit risk assessment. They develop two neural network systems, one with a standard feed forward network, while the other with a special purpose architecture. The application is tested on real-world data, related to Italian small businesses. They show that neural networks can be very successful in learning and estimating the in bonis/default tendency of a borrower, provided that careful data analysis, data pre-processing and training are performed.

In the study of N. Chauhan, V. Ravi and D. K. Chandra [13], differential evolution algorithm (DE) is proposed to train a wavelet neural network (WNN). The resulting network is named as differential evolution trained wavelet neural network (DEWNN). The efficacy of DEWNN is tested on bankruptcy prediction datasets of US banks, Turkish banks and Spanish banks. Moreover, Garson’s algorithm for feature selection in multi layer perceptron is adapted in the case of DEWNN. The performance of DEWNN is compared with that of threshold accepting trained wavelet neural network (TAWNN) and the original wavelet neural network (WNN) in the case of all data sets without feature selection and also in the case of four data sets where feature selection was performed. The whole experimentation is conducted using 10-fold cross validation method. Results show that soft computing hybrids outperform the original WNN in terms of accuracy and sensitivity across all problems. Furthermore, DEWNN outscore TAWNN in terms of accuracy and sensitivity across all problems except Turkish banks dataset.

The paper of N. C. Hsieh, L. P. Hung [10] focuses on predicting whether a credit applicant can be categorized as good, bad or borderline from information initially supplied. This is essentially a classification task for credit scoring. They introduce the concept of class-wise classification as a pre-processing step in order to obtain an efficient ensemble classifier. This strategy would work better than a direct ensemble of classifiers without the pre-processing step. The proposed ensemble classifier is constructed by incorporating several data mining techniques.

3. The Methodology: A Neural Network Approach

Generally two essential linear statistical tools, discriminant analysis and logistic regression, were most commonly applied to develop credit scoring models. Discriminant analysis is the first tool to be used in building credit scoring models. However, the utilization of linear discriminant analysis (LDA) has often been criticized because of its assumptions of the categorical nature of the credit data and the fact that the covariance matrices of the good and bad credit classes are unlikely to be equal [15].

Logistic regression is an alternative to develop credit scoring models. Basically the logistic regression model was emerged as the technique of choice in predicting dichotomous outcomes.

In addition to these linear methodologies, non-linear methods, as the artificial neural networks, are applied to develop credit scoring models. Neural networks provide a new alternative to LDA and logistic regression, particularly in situations where the dependent and independent variables exhibit complex non-linear relationships. Even though neural networks have shown to have better credit scoring capability than LDA and logistic regression, they are, however, also criticized for its long training process in designing the optimal network’s topology.

Artificial neural networks rise from the desire to artificially simulate the physiological structure and functioning of human brain structures.

Artificial neural networks consist of elementary computational units, known as Processing Elements (PE), proposed by Mc Cullock and Pitts in 1943 [16].

As illustrated in Figure 1, the Input Layers are the input neurons, which receive the incoming stimuli. Input neurons process, according to a particular function called Transfer function, the inputs selected and distribute the result to the next level of neurons.

Then the input neurons forward the information to all neurons of the layer 2 (Middle Layers).

Information is not simply sent to the intermediate neurons, but is weighed. It means that the result obtained
from each neuron is sized according to the weight of the connection between the two neurons. Specifically, as shown in Figure 2, the weight of connection is represented by $W_{ij}$.

Each neuron is characterized by a transition function and a threshold value.

The threshold is the minimum value that input must have to activate the neuron.

The Middle Layers are the neurons that constitute the middle layer.

Each neuron of this layer sum the inputs that are presented to its incoming connections. In mathematical terms, each neuron performs the summation of inputs, which are the product of output neurons of the first layer and weight of the connection. The result of this sum is again drawn on the basis of the transfer function of each neuron. The result obtained is in turn forwarded to the next layer of neurons, multiplied by the weight between neurons.

Before the neural network can be applied to the problem at hand, a specific tuning of its weights has to be done. This task is accomplished by the learning algorithm which trains the network and iteratively modifies the weights until a specific condition is verified. In most applications, the learning algorithm stops when the discrepancy (error) between desired output and the output produced by the network falls below a predefined threshold. There are three typologies of learning mechanisms for neural networks [12]:

- supervised learning;
- unsupervised learning;
- reinforced learning.

Supervised learning is characterized by a training set which is a set of correct examples used to train the network. The training set is composed of pairs of inputs and corresponding desired outputs. The error produced by the network then is used to change the weights. This kind of learning is applied in cases in which the network has to learn to generalize the given examples.

A typical application is classification. A given input has to be inserted in one of the defined categories.

In unsupervised learning algorithms, the network is only provided with a set of inputs and no desired output is given. The algorithm guides the network to self-organize and adapt its weights. This kind of learning is used for tasks such as data mining and clustering, where some regularities in a large amount of data have to be found.

Finally, reinforced learning trains the network by introducing prizes and penalties as a function of the network response. Prizes and penalties are then used to modify the weights. Reinforced learning algorithms are applied, for instance, to train adaptive systems which perform a task composed of a sequence of actions. The final outcome is the result of this sequence, therefore the contribution of each action has to be evaluated in the context of the action chain produced.

The learning algorithm is one of the most significant among the factors which help to define the specific configuration of a neural network and thus determine the condition and capacity of the network itself to provide correct answers to the specific problem.

In general, learning algorithms have some common features, such [17]:

- the values of synaptic weights of the network are assigned randomly within a small range of variation;
- the modification of synaptic values (weights) $(\Delta w_{ij})$ of the neural network is calculated after each presentation of a single pattern (learning or online courses) or at the end of the presentation of all patterns of training (learning epochs). The new configuration values is synaptic calculated by adding the change obtained $[\Delta w_{ij}(t)]$ to the previous configuration synaptic $[W_{ij}(t-1) + \Delta w_{ij}(t)]$.

Learning therefore concerns the overlap of new knowledge on an already-established prior knowledge. To ensure that this eraser and distort what has been learned, learning proceeds recursively and gradual. The learning speed is regulated by a constant $\eta$, called learning rate,
which defines the portion of change that is applied to the values of synaptic.

The architecture of a neural network is usually classified according to two characteristics: the dynamics and topology.

With reference to the distinction of architectures of neural networks based on their dynamic, we can classify static and dynamic networks. This distinction concerns the way in which the flow of information travels from input nodes to output ones. In static architectures the flow of information travels in one direction (from the nodes of the layers below those of the upper layers).

In dynamic architectures, instead, the flow of information does not travel in one direction, because there are feedback connections. Dynamic architecture allows reception of signals of neurons of the same layer or upper layers of neurons.

Specially the primary task of a single artificial neuron is to perform a weighted sum of input signals and apply activation function output.

The activation function is intended to limit the output of the neuron, usually between the values [0, 1] or [−1, +1].

Typically it is used the same activation function for all neurons in the network, even if it is not necessary. The activation functions that are most commonly used are:

- identity function: $f(x) = x$, for each $x$.
- step function with threshold $\theta$: the output $y$ of this transfer function is binary, depending on whether the input meets a specified threshold, $\theta$.
- Sigmoid function: It is the most used function.

This function produces an output value between 0 and 1 and has a similar pattern to the sigmoid function.

The topological distinction, however, refers to the number of layers of neural network and, therefore, we have networks with single layer and multilayer networks, as described below.

### 3.1. The Perceptron

The simplest network consists of a single neuron with "n" inputs and one output. The basic learning algorithm of the perceptron analyzes the configuration (pattern) input and weighting variables through synapses, deciding which category of output is associated with the configuration.

However, this architecture presents the major limitation to solve only linearly separable problems (for each neuron output), the output values that activate the neuron must be clearly separate from the disabled through a hyper-plane separation size $1 - n$.

#### 3.2. The Multi Layer Perceptron—MLP

The neural network with one input layer, one or more layers of intermediate neurons and an output layer is called the Multi Layer Perceptron. In a network-type feed-forward signals propagate from input to output only through intermediate neurons, failing to tie lines, or in feedback.

These networks use, in most cases, the Back Propagation learning algorithm. It calculates the appropriate syntactic weights between inputs and neurons of intermediate layers and between them and outputs, starting from random weights to them and making small changes, gradual and progressive, determined by estimating the error between the result produced by the network and the desired one.

The learning phase is based, then, on a sequence of presentations of a finite number of configurations in which the learning algorithm converges to the desired solution.

Networks learn through a series of attempts, sometimes prolonged, that allow to model the weights that link the input with output, through the hidden layers of neurons.

There are many other types of more complex architecture, but architecture supervised Back Propagation is the most widely used and disseminated for the capabilities that this set of models has to generalize the results for a large number of financial problems.

The following diagram illustrates a perceptron network with three layers (Figure 3).

This network has an input layer (on the left) with three neurons, one hidden layer (in the middle) with three neurons and an output layer (on the right) with three neurons. There is one neuron in the input layer for each predictor variable.
A vector of predictor variable values \((x_1 \cdots x_p)\) is presented to the input layer. The input layer (or processing before the input layer) standardizes these values so that the range of each variable is \(-1\) to \(1\). The input layer distributes the values to each of the neurons in the hidden layer. In addition to the predictor variables, there is a constant input of \(1.0\), called the bias that is fed to each of the hidden layers; the bias is multiplied by a weight and added to the sum going into the neuron. Arriving at a neuron in the hidden layer, the value from each input neuron is multiplied by a weight \((w_{ji})\), and the resulting weighted values are added together producing a combined value \(u_j\). The weighted sum \((u_j)\) is fed into a transfer function, \(\sigma\), which outputs a value \(h_j\). The outputs from the hidden layer are distributed to the output layer.

Arriving at a neuron in the output layer, the value from each hidden layer neuron is multiplied by a weight \((w_{kj})\), and the resulting weighted values are added together producing a combined value \(v_j\). The weighted sum \((v_j)\) is fed into a transfer function, \(\sigma\), which outputs a value \(y_k\). The \(y\) values are the outputs of the network.

The network diagram shown above is a full-connected, three layer, feed-forward, perceptron neural network. “Fully connected” means that the output from each input and hidden neuron is distributed to all of the neurons in the following layer. “Feed forward” means that the values only move from input to hidden to output layers; no values are fed back to earlier layers.

All neural networks have an input layer and an output layer, but the number of hidden layers may vary.

The goal of the training process is to find the set of weight values that will cause the output from the neural network to match the actual target values as closely as possible. There are several issues involved in designing and training a multilayer perceptron network (Figure 3):

- Selecting how many hidden layers to use in the network: for nearly all problems, one hidden layer is sufficient. Two hidden layers are required for modeling data with discontinuities such as a saw tooth wave pattern. Using two hidden layers rarely improves the model, and it may introduce a greater risk of converging to a local minima. There is no theoretical reason for using more than two hidden layers.
- Deciding how many neurons to use in each hidden layer: one of the most important characteristics of a perceptron network is the number of neurons in the hidden layer(s). If an inadequate number of neurons are used, the network will be unable to model complex data, and the resulting fit will be poor. If too many neurons are used, the training time may become excessively long, and worse, the network may over fit the data. When over fitting occurs, the network will begin to model random noise in the data. The result is that the model fits the training data extremely well, but it generalizes poorly to new, unseen data. Validation must be used to test for this.
- Finding a globally optimal solution that avoids local minima: a typical neural network might have a couple of hundred weights whose values must be found to produce an optimal solution. If neural networks were linear models like linear regression, it would be a breeze to find the optimal set of weights. But the output of a neural network as a function of the inputs is often highly nonlinear; this makes the optimization process complex.
- Converging to an optimal solution in a reasonable
period of time: Most training algorithms follow this cycle to refine the weight values: 1) run a set of predictor variable values through the network using a tentative set of weights, 2) compute the difference between the predicted target value and the actual target value for this case, 3) average the error information over the entire set of training cases, 4) propagate the error backward through the network and compute the gradient (vector of derivatives) of the change in error with respect to changes in weight values, 5) make adjustments to the weights to reduce the error. Each cycle is called an epoch. Because the error information is propagated backward through the network, this type of training method is called backward propagation. The back propagation training algorithm was the first practical method for training neural networks. The original procedure used the gradient descent algorithm to adjust the weights toward convergence using the gradient. Because of this history, the term “back-propagation” or “back-prop” often is used to denote a neural network training algorithm using gradient descent as the core algorithm. Back-propagation using gradient descent often converges very slowly or not at all. On large-scale problems its success depends on user-specified learning rate and momentum parameters. There is no automatic way to select these parameters, and if incorrect values are specified the convergence may be exceedingly slow, or it may not converge at all. While back-propagation with gradient descent is still used in many neural network programs, it is no longer considered to be the best or fastest algorithm. A newer algorithm, Scaled Conjugate Gradient was developed in 1993 by Martin Fodslette Moller. The scaled conjugate gradient algorithm uses a numerical approximation for the second derivatives (Hessian matrix), but it avoids instability by combining the model-trust region approach from the Levenberg-Marquardt algorithm with the conjugate gradient approach. This allows scaled conjugate gradient to compute the optimal step size in the search direction without having to perform the computationally expensive line search used by the traditional conjugate gradient algorithm. Of course, there is a cost involved in estimating the second derivatives. Tests performed show the scaled conjugate gradient algorithm converging up to twice as fast as traditional conjugate gradient and up to 20 times as fast as back-propagation using gradient descent.

- Validating the neural network to test for over fitting: this step is to choose the estimator to prevent the over fitting. Using the low biased Cross-Validation estimator is a good way to choose between different models. A simple way to solve this significant problem is to rate the different complexity models with their Cross-Validation error estimator, and to choose the better one. Cross-Validation is used both to choose between different kinds of Supervised Learning algorithms, and then to determine their hyper parameters.

4. The Artificial Neural Network Model Developed

This research compares a feed-forward multi-layers neural network developed for this study to another feed-forward neural network, built for a research conducted in 2004. The two neural networks are similar, but they differ for the activation function adopted.

The neural network built in 2004 [18], using an algorithm produced by Easy NN, has an architecture composed of three hidden layers, composed respectively by 8, 4 and 4 neurons, and one output layer, composed by the rating.

The feed-forward network architecture built for this research, instead, is composed of an input layer, composed of 24 neurons, two hidden layers, composed respectively of 10 and 3 neurons, and one output layer, composed by the score. The error function used is a linear one.

This network has been built taking advantage of the library Fann (Figure 4).

Both network models have been trained by means of a supervised algorithm, namely the back propagation algorithm. This algorithm performs an optimization of the network weights, trying to minimize the error between desired and actual output.

For training, an incremental algorithm, the standard back propagation algorithm, was used, where the weights are updated after each training pattern. This mean that the weights are only updated once during an epoch function.
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error. So for training two vectors were used: one containing the input patterns and another containing the pattern desired responses (targets). Each training pattern is then composed of a pair of input vectors/target. This is compared to the outputs provided by the network.

As activation function, for the first network, a logistic function was chosen, as in previous studies it was that which provided more reliable results. This function is presented by the following formula:

\[ y_i = \frac{1}{1 + e^{-\eta}} \]

Generally the response of the function determines values between minimum and maximum in the case of neural networks “\( y_i \)” lies between 0 and 1.

In fact, the logistic function reaches the extreme values, 0 and 1, only with very high weights, and then in individual cases we are content to approximate values.

The weight or intensity is determined by the process to maximize the degree of matching of model predictions to reality examined.

The neural network makes it possible to change the learning rate set equal to 0.7, the momentum set equal to 0.8.

The activation function used for the network built for this research is the sigmoid symmetric stepwise function. Stepwise linear approximation to symmetric sigmoid is faster than symmetric sigmoid but a bit less precise. This activation function gives output that is between –1 and 1.

In this case the learning rate is equal to 0.8 and the momentum is equal to 0.5.

The data base on which were built the two networks consists of a set of Italian manufacturing companies having the legal form of limited liability companies. Only companies with a workforce of under 500 units and class turnover below 50 millions of euro were considered. We have excluded from our study companies that showed outliers, i.e. variables were much higher or lower than the generality of cases.

The companies considered in the study of 2004 amounted to 273 units. The database was divided into 3 subgroups: training set, validation test and test set.

The data used were provided by “Central Balance Sheet”, specializing in credit counseling for credit lines, which maintains a continuous system of monitoring the Italian companies.

Here are the ten indicators that the network of 2004 considered the most discriminating of the 80 indicators provided by the Central Balance Sheet:

- total fixed capital to total fixed assets;
- revenues;
- Ebitda/revenues;
- Cash flow/assets;
- Number of employees;
- Working capital/assets;
- Equity/assets;
- Cash/assts;
- Functional operating working capital/net sales;
- Tangible equity + debt + group members and convertible bonds /Total debt – cash.

The results obtained by network, after 101,470 cycles of learning are shown in Table 1.

It is possible immediately to notice the increase in the percentage of correct classification for companies considered safe and vulnerable by the Central Financial, while there is a clear condition of misclassification for companies at risk.

So, according to the results obtained by the neural network, lots of mistakes in the model of Central Balance Sheet were found in the classification of companies, initially considered at high risk.

The companies considered for this study amounted to 507 units, of which 359 were used for the training phase and 148 for the stage of validation test.

Specifically, the sample was divided into three classes: the first class includes the safe companies, the second class includes the vulnerable companies and the third class includes the risky ones. The 70% of companies belonging to each of the rating classes mentioned above was used for the training, while the remaining 30% of each class was used for validation testing. The objective of this choice lies in the wish to have uniform data in terms of classes for submission to the stage of training.

The variables used as input to our network are:

- \( \Delta \% \) turnover;
- \( \Delta \% \) EBITDA;
- \( \Delta \% \) capital;
- \( \Delta \% \) equity;
- ROE;
- ROI;
- ROA;
- operating turnover;
- cash flow/assets;
- dividends/net income;
- tangible assets/operational value added;
- overall depreciation rate;
- degree of depreciation;
- operational value added/intangible assets;

<table>
<thead>
<tr>
<th>Table 1. Neural network’s results.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rating</strong></td>
</tr>
<tr>
<td>Safe</td>
</tr>
<tr>
<td>Vulnerable</td>
</tr>
<tr>
<td>Risk</td>
</tr>
</tbody>
</table>
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- liquidity;
- short term debt;
- day average escort;
- credits vs customers;
- credits vs suppliers;
- equity/total debts;
- debts vs banks + ics/financial debts;
- financial burden./EBIDTA;
- self-financing/intangible assets;
- Equity/assets.

All inputs were normalized between the values from $-1$ to $+1$.

This step serves to ensure that data are processed, so that they are more easily readable by the network. The data are included in a given range; in our case the interval is equal to $[-1, 1]$.

The variable used as output is only one, and it is the score.

The purpose of the network is to minimize the difference between the desired response and the one provided by the network.

The aim of this network is to correctly classify the companies of our sample, to create classes more homogeneous internally and more heterogeneous among themselves.

The network has undergone a phase of training; specifically, 10,000 iterations were performed on 359 units (Figure 5).

As we can see from the graph chart above, the value of error, in this phase, provided by the network as a result is equal to 0.3308.

Performing the validation with the 148 units used for the stage of validation set, we obtain the results shown in Figure 6.

The green line represents the expected results. The graph shows that a subdivision of the companies into the three classes described above was expected from the network. The results obtained from the network do not match those expected. In fact, as we can see from the graph, the network has not been able to classify companies, putting all the 148 units used for the validation test in the first class, as the red line of the graph indicates.

The value of error, in this phase, provided by the network as a result is equal to 0.3311.

5. Concluding Remarks

The objective pursued by this paper is to describe the artificial neural network model developed to forecast the credit risk of a panel of Italian manufacturing companies. In an empirical point of view, this research compares the structure of the artificial neural network model developed in this research to another one, built for a research conducted in 2004 with a similar panel of companies. The results on the use of neural networks recognize these undoubted advantages. Neural networks represent an alternative to traditional methods of classification because they are adaptable to complex situations. As highlighted in other papers [19], in fact, the artificial neural networks are particularly suited to analyze and interpret—revealing hidden relationships that govern the data—complex and often obscure phenomena and processes, which are, for example, those governing the dynamics of the variables in financial markets. The neural network models certainly present some limits as the risk of inability to exit from local minima, the need a lot of examples to extract the prototype cases to be included in the training set and the lack of transparency in the identification of parameters most discriminatory.

We can conclude that the flexibility and objectivity of

![Figure 5. Training phase's results.](image5)

![Figure 6. Validation set's results.](image6)
neural networks models can provide strong support in combination with linear methods of analysis for the efficiency of the processes of credit risk management of a bank. It is not possible in fact to state if traditional methods are better than non-linear one in forecasting credit defaults, but only that the traditional methods and neural networks have different strengths and weaknesses, which must be carefully evaluated by the analyst during the elaboration of the credit risk forecasting model.
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