Abstract

The 2007-2008 crisis highlighted liquidity management troubles. We witness a real estate asset price boom during the pre-crisis period and a difficulty for banks to raise funding afterwards. Consequently, bank choices in response to the conduct of the monetary policy along the cycle can be studied. Despite usual financial accelerator, the excessive (lack of) confidence of banks in the upward (down) phase explains procyclical balance sheet movements. Moreover, the monetary policy effects on bank behaviors vary according to their initial specifications. From a theoretical point of view, this paper examines the response of the banking sector to monetary authorities impulses, in function of their initial characteristics. So, the paper highlights a theoretical model, based on accounting identities, in which banks are distinguished in different categories according to their level of capitalization and liquidity. The principal result is that the less capitalized and liquid banks have more procyclical behaviors.
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1. Introduction

Financial crises, characterized by an asset price bust, usually follow a euphoric phase conducive to an asset price boom. Like most crises, the 2007-2008 episode appears in the aftermath of a high under-estimation risk period (Kling, 2009; Nijskens & Wagner, 2011). The 2007-2008 crisis emerged in a context of major financial innovations associated with financial instability. Financial innovations, more particularly securitization, paved the way for a risk transfer making it difficult to trace (Brunnermeier, 2009; Duffie, 2008). The softest regulation involved an arbitrage from banks in favor of securitized assets, and thereby increased leverage (Geanakoplos, 2010) and financial accelerator (Adrian, Estrella, & Shin, 2010). In the upward phase of the cycle, the preference for risky
assets is, for example, consistent with the increase in the amount of commercial papers (which are liquid in good times but illiquid in bad times) in the United States, that doubled between the period 2004 and 2007. In contrast, after the crisis, banks tended to opt for safe assets (Gorton & Ordonez, 2013), especially on account of their higher risk aversion. Contrasting 2007-2008 crisis, within the context of the Eurozone debt crisis, we can witness a flight to quality with a sharp increase in deposit facilities from July 2011 to December 2011. The 2007-2008 crisis is reminiscent in many aspects of the 1907 panic (Bernanke, 2013). Funding pressures boosted fire sales, resulting in an asset price sharp decrease. In both cases, the crisis occurred after a period of innovations (1907-trusts and newly securitization), which went out of control. Moreover, in both cases, the issue of regulation is on the agenda. Indeed, Bâle III recommendations have recently tried to reduce the build-up of risks prior to a crisis, especially with countercyclical measures. The significance of bank equities and liquidity face to shocks also implies new considerations regarding prudential policy.

All in all, throughout the paper, a theoretical model, that takes into account the relationship between monetary policy and banking, is implemented. This theoretical model involves specifying accounting identities relating to a balance sheet. New transmission channels are highlighted with a demonstration of banks’ preferences. Even if the impact of prudential regulation is considered, the model highlights especially the influence of monetary policy via the risk taking channel. Further, we show that banks’ behaviors would differ according to their initial characteristics. In other words, well capitalized and highly liquid banks prior to a crisis would take less risks and would be more resilient. We also note that the bank size, and especially its combination with the level of equities, is relevant in the transmission mechanism of monetary policy.

The remainder of the paper is structured as follows. In the next section, the banks’ characteristics, that can influence the relationship between monetary policy and banks, are identified. The third section outlines a theoretical model developed in Gilles, Gauvin, & Huchet (2013). Next, the model is extended by including banks’ characteristics, and especially banks’ equities and liquidity. And finally, the various ways of integrating these elements in the regulation are discussed.

2. Survey

The credit activity plays a major part in financial instability. In response to a monetary policy tightening, in order to face declining reserves, banks can favorably reduce the credit supply (or liquidate assets) at the expense of issuing liabilities with a high interest rate. The bank capital channel reinforces this mechanism and draws the following conclusion: faced with the cost of issuing liabilities, the monetary policy tightening is all the more costly than the level of equities is low (when there is a solvency ratio). Transmission channels become gradually more complex, due to the impact of interest rates on risk-taking (Ciccarelli, Maddaloni, & Peydro, 2010). According to the risk-taking channel, Verona, Martins, & Drumond (2013) show that the U-S boom-bust was caused, not only by too low for too long interest rates, but also by excessive optimism and a failure of agents to anticipate the extent of the unusually favorable economic conditions. Credit, risk-taking and bank capital channels are closely linked. Equity requirements provide an opportunity cost to banks that favor—at the expense of productive loans—the risk exposition and securitization (Cardone-Riportella, Samaniego-Medina, & Trujillo-Ponce, 2010), a fortiori if interest rates are sustainably low, financial innovations attractive, and if a regulatory capital arbitrage is possible.

These new channels would be more or less pronounced according to the features of banks. Within the banking sector, individual banks adopt heterogeneous behaviors with respect to their characteristics. First, the level of equities can change the impact of monetary policy changes (Van den Heuvel, 2002, 2006) since it influences the ability of granting loans. When monetary policy tightens, a less capitalized bank is less able to absorb potential losses, so it grants fewer loans. Moreover, less capitalized banks would further increase their leverage in good times (Dell’ Ariccia, Laeven, & Marquez, 2011). On the contrary, more capitalized banks could be more risk averse and more efficient in the selection of borrowers (Mésonnier, 2005). And conversely, they are more capitalized because they are initially more careful. In addition, equity would help increase market shares of banks (Berger & Bouwman, 2013). To explain the evolution of bank loans, Gambacorta & Mistrulli (2004)—thanks to a generalized method of moment estimation on Italian banks over the period 1999-2001—show that the monetary policy transmission depends on the level of bank equities. They primarily choose a special variable; the excess capital, namely the equities that banks prefer to have beyond the regulatory minimum. Their findings bear out that more capitalized banks are less dependent on regulatory constraints, so they grant more credits, whatever the
phase of the cycle is. In other words, less capitalized banks would take more risks (Delis & Kouretas, 2011).

Bank behaviors also differ according to their level of liquidity. Less liquid banks depend more on shocks (Kashyap & Stein, 2000). If the interbank market dries up, the value of assets plummet, thus a more liquid bank can further maintain its loan activity given its higher stock of excess reserves. A contrario, a less liquid bank is compelled to ration credit. Altunbas, Gambacorta, & Marques-Ibanez (2012) show that well capitalized and highly liquid banks (in the European Union (15) and United States) suffered a lower level of erosion of their solvency during the 2007-2009 financial crisis. In addition, these banks continued to lend compared to other banks (Cornett et al., 2011). Other characteristics, like the size, can influence bank behavior. Indeed, it is easier for larger banks to raise funding regardless of the cycle phase, so they are more independent on monetary policy changes. However, this easier access to markets can also entail a preference for risky assets. To put it, the size of banks has a heterogeneous effect on bank risk-taking (Brissimis & Delis, 2010; Delis et al., 2011) (i.e. Too Big to Fail matters). Gabriel Jiménez et al. (2009) test the effect of short term interest rates on the risk-taking of Spanish banks over the period 1984-2006. According to them, the impact of monetary policy on risk-taking again depends on bank characteristics, and especially on their level of equities and liquidity. Brissimis & Delis (2010) test the effect of monetary policy on the evolution of loans, on risks and profitability concerning commercial banks in the United States and in the first twelve countries of the Eurozone over the period 1994-2007. Here, the banks that take the highest risk, are the least capitalized and liquid but also the smallest. According to this study, the size could be negatively correlated to the risk-taking. Nevertheless, in other studies, especially that of Jiménez et al. (2009), the size is not significant, so justifying the need of a theoretical underpinning.

Finally, the impact of monetary policy on banks would be higher if bank chose securitized assets (Maddaloni & Peydro, 2010). The monetary transmission would depend on new factors like the business model change. Gambacorta & Marques-Ibanez (2011) show that securitization altered the mechanism of monetary transmission at the pre-and post-crisis level. According to Altunbas, Gambacorta, & Marques-Ibanez (2007), the shift from the “Originate to hold” system to the “Originate to distribute” one would change banks’ ability to distribute credits. According to them, banks that have a high share of securitized assets relative to the total of assets, are the least liquid and the least capitalized. So, the positive relationship between securitization and risk-taking is obvious.

The aim of the paper is to present a theoretical model in which bank preferences are procyclical, at the detriment of productive loans. The model also highlights that this phenomenon is more or less accentuated according to initial bank characteristics, especially equities and liquidity. The size is also determinant but its effect is heterogeneous.

3. Outline of the Model

The core model presented in this paper departs from Gilles, Gauvin, & Huchet (2013) essentially by using an analysis based on the observation of the balance sheet of the banking sector. Here, we added a differentiated analysis of bank categories according to their initial characteristics. In the baseline model, banks optimize their choices and maximize their profit in function of a monetary policy change. The aim is to analyze the reaction of banks by considering the evolution of their balance sheet. This work is consistent with the financial instability hypothesis (Minsky, 1982), but also with Bernanke, Gertler, & Gilchrist’s finding (1996) on the financial accelerator and the questioning of the Modigliani-Miller theorem. A balance sheet analysis from the bank side is therefore necessary, on the basis on Adrian and Shin (2010) and Kiyotaki & Moore (1997). Finally, this model is quite similar to that of Choulet & Quignon (2010), who develop a model of portfolio choices with just two assets and introduce the effect of capital requirements.

Let’s provide a brief outline of the model. Two agents are considered: the Central bank and the banking sector. To capture the action of the Central bank, the interest rate is considered complying with the Taylor rule. When inflation is too high, the Central bank increases the interest rate and conversely. So the latter is an indicator of the macroeconomic situation and it is a key element to obtain a feedback on the banking sector in response to the action of the Central bank. The aim of the banking sector is to maximize its profit. As the net yield of the banking sector portfolio \( R_p \) is composed of \( \sum_{i=1}^{N} R_i = r_i - r_{gc} \) and \( a \), banks’ choices are determined by the monetary policy via the interest rate \( r_{gc} \) and risk aversion, which is function of asset prices (Pepin, 2011). So the bank decisions are function of an exogenous variable (the official interest rate) and an endogenous variable (the

\[
\max \left[ U(R_v, \sigma_v) = R_v - a \sigma_v \right], \text{With} \ P \text{ the assets portfolio, } R_v \text{ its net yield } \left( R_v = \sum_{i=1}^{N} R_i \right), \text{ and } \alpha \text{ the risk aversion coefficient.}
\]
The interest rate is indeed set in function of aggregated variables which are not considered in the banking sector balance sheet (GDP and inflation) and the risk aversion is function of asset prices (that are accounted for in the balance sheet). The relationship between the Central bank and the banking sector, and so the reaction of the banking sector, depend on the cycle: The interest rate is supposed to be low (high) in the ascending (descending) phase of the cycle. The upward phase is noted I and the descending phase II.

Three periods are considered: \( t_0 \) describes the initial balance sheet of the banking sector, in \( t_1 \), the Central bank sets its interest rates, the banking sector makes its choices, and \( t_2 \) describes the new balance sheet of the banking sector given the shock in \( t_1 \).

The balance sheet of the banking sector in \( t_0 \) is made up of three assets: \( I_1 \) is a safety asset (e.g. Treasury Bond), \( I_2 \) is a claim for a productive project (e.g. corporate bonds) and \( I_3 \) is a speculative asset unrelated to real activity (e.g. assets to financial sector). On the liability side, we considered the equities \( K \) and the debts \( D \) (respectively with a part \( \alpha \) of assets for the equities, that is to say the regulatory solvency ratio, and \( 1-\alpha \) for debts) (cf. Table 1). Note that the asset \( I_1 \) represents an insurance against the liquidity risk. It is preferred collateral for refinancing operations by the Central bank, which implies that banks have to hold it with a minimum of a share \( \beta \) of debts: \( I_1 \geq \beta D \).

Let’s summarize the hypothesis of the model. First, we assumed that the risk aversion of banks is a negative function of the past asset prices:

\[
\mu(t) = a \left( \frac{\Delta a}{\Delta \mu} \right) \quad \text{with} \quad \frac{\Delta \rho}{\Delta \mu} < 0
\]

The growth of assets from \( t_0 \) to \( t_2 \) includes a yield \( R_i \), where \( 0 < R_i < 1 \) is a net yield, i.e. the difference between the yield of the claim \( r_i \) and the bank’s funding cost, which amounts at least to the lowest rate of the central bank \( r_{bc} \): \( R_i = r_i - r_{bc} \). In addition, according to the VaR tool, a high (low) variance \( \sigma_i^2 \) implies that the asset \( I_i \) is risky (low risky).

If we compare the productive asset \( I_2 \) and the speculative one \( I_3 \), \( I_2 \) is more profitable \( (R_2 < R_1 < R_3) \) but more risky \( (\sigma_2^2 > \sigma_3^2 > 1) \) and needs more equities \( (\alpha_2 < \alpha_3 < \alpha_1) \), so we assumed that neither of them is preferable to the other: \( R_2/\sigma_2^2 = R_3/\sigma_3^2 \) et \( R_2/\alpha_2 = R_3/\alpha_3 \). Note that this hypothesis is based on Choulet and Quignon’s works (2010), that develops a model of portfolio choices with two assets. So the preferences of banks are observable thanks to the variable \( \mu \).

Asset yields are higher in the ascending phase: \( R_i' > R_i'' \quad \forall i = 2, 3 \)

The demand for assets exceeds the offer in the ascending phase so:

\[
\rho' > 1 \quad \text{et} \quad \rho'' < 1 \quad \text{and} \quad (\mu \rho)' > 1 \quad \text{et} \quad 0 < (\mu \rho)' < 1
\]

Considering these hypotheses, after the change of monetary policy in \( t_1 \).

So, the assets of the bank balance sheet in \( t_2 \) take into account the variation from \( t_0 \) and their yield \( (i = 2, 3 \), the asset \( I_1 \) has no yield). The specific expression of the assets \( I_i \) is the following:

| Table 1. Aggregated balance sheet of the banking sector in \( t_0 \). |
|---|---|
| Assets | Liabilities |
| \( I_n \) | \( K = \alpha I_n \) |
| \( D = (1-\alpha)I_n \) |
On the liabilities side, equities \( K_{2t} \) and debts \( D_{2t} \) are respectively composed by a share \( \alpha_i \) and \( (1-\alpha_i) \), \( i = 2,3 \) of assets and their variation from \( t_0 \) is contained in \( \rho \). Finally, yields of assets \( R_i \), \( i = 2,3 \) appear in RAN.

So, considering all the hypotheses concerning assets and liabilities, the aggregated balance sheet of the banking sector in \( t_2 \) can be described in Table 2.

From this balance sheet, we can observe some indicators of resilience and performance of the banking sector. For example, the profitability is expressed by the Return On Equity (Net income/equity) (with RAN the retained earnings):

\[
\text{RAN}_{t_2} = \frac{R_i (L_{2t_0} + L_{3t_0})}{\alpha_i \left[ (L_{2t_0} + L_{3t_0}) + \rho (L_{2t_0} + \mu L_{3t_0}) \right]}
\]

The contagious risk can be understood thanks to the leverage (Debts/Capital):

\[
\frac{D_{2t}}{K_{2t}} = \frac{(1-\alpha_i) \left[ (L_{2t_0} + L_{3t_0}) + \rho (L_{2t_0} + \mu L_{3t_0}) \right] + L_{3t_0} (1+\rho_i)}{\alpha_i \left[ (L_{2t_0} + L_{3t_0}) + \rho (L_{2t_0} + \mu L_{3t_0}) \right]}
\]

The ratio of capital (Capital/Assets) enables us to assess the individual risk:

\[
ER_{t_2} = \frac{K_{2t}}{I_{t_2} + I_{2t_2} + I_{3t_2}} = \frac{\alpha_i \left[ (L_{2t_0} + L_{3t_0}) + \rho (L_{2t_0} + \mu L_{3t_0}) \right]}{I_{t_2} (1+\rho_i) + I_{2t_2} (1+\rho_i) + I_{3t_2} (1+\rho_i) + I_{3t_0} (1+\rho_i) + I_{3t_0} (1+\rho_i) + I_{3t_0} (1+\rho_i)}
\]

Last, the Central bank is also sensitive to liquidity, defined (concerning macroeconomic liquidity) by the Liquidity/Assets ratio (independent on the volume of deposits):

\[
\frac{I_{t_2}}{I_{t_2} + I_{2t_2} + I_{3t_2}} = \frac{I_{1t_0} (1+\rho_i)}{I_{1t_0} (1+\rho_i) + I_{2t_0} (1+\rho_i) + I_{3t_0} (1+\rho_i) + I_{3t_0} (1+\rho_i) + I_{3t_0} (1+\rho_i) + I_{3t_0} (1+\rho_i)}
\]

According to these ratios and the hypotheses of the model, the performance of the banking sector improves in the ascending phase whereas capitalization decreases and the risk of contagion rises. In addition, thanks to the analysis of the asset share in the two phases of the cycle, it is also showed that banks prefer risky assets in (I) and safety assets in (II). In both phases, these choices are made at the expense of productive credits.

4. The Risk Taking of Banks According to Initial Characteristics

The model shows that banks prefer risky assets \( I_2 \) in the upward phase of the cycle (revealed by a superior ratio \( I_2 / I_2 \) in this phase) and prefer safe assets \( I_1 \) in the downward phase (with a superior ratio \( I_1 / I_2 \)). The aim of this section is to show that the bank choices, supporting financial instability, depend also on their initial characteristics. In the banking sector, behaviors can be distinct. On the one hand, the interest rate has a homogenous effect on the entire banking sector but, on the other hand, the risk aversion is different from one bank to another, according to their initial balance sheet. Indeed, according to one of the hypotheses, the risk aversion \( a \)

<table>
<thead>
<tr>
<th>Assets</th>
<th>Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_{t_2} = I_{t_0} (1+\rho_i) )</td>
<td>( K_{t_2} = \alpha_i \left[ (L_{2t_0} + L_{3t_0}) + \rho (L_{2t_0} + \mu L_{3t_0}) \right] )</td>
</tr>
<tr>
<td>( I_{2t_2} = I_{2t_0} (1+R_2 + \rho) )</td>
<td>( \text{RAN}<em>{t_2} = R_i (L</em>{2t_0} + L_{3t_0}) )</td>
</tr>
<tr>
<td>( I_{3t_2} = I_{3t_0} (1+R_3 + \mu \rho) )</td>
<td>( D_{2t} = (1-\alpha_i) \left[ (L_{2t_0} + L_{3t_0}) + \rho (L_{2t_0} + \mu L_{3t_0}) \right] + I_1 )</td>
</tr>
</tbody>
</table>
depends on the past asset prices and especially on the amount of the fair value assets. So, the risk aversion depends on the initial balance sheet composed of these assets. Accordingly, one could establish a relationship between the banks risk-taking and their initial characteristics.

By looking into the elements of the balance sheet, the variable \( \mu \) is a major component of the ratio of capital since it appears mainly in the denominator:

\[
ER_0 = \frac{K_{a0}}{I_{t0} + I_{2t0} + I_{3t0}} = \frac{\alpha \left( I_{2t,1} + I_{3t,1} \right) + \rho \left( I_{2t,4} + \mu I_{3t,4} \right)}{I_{t,1} \left( 1 + \rho_1 \right) + I_{2t,1} \left( 1 + R_2 + \rho \right) + I_{3t,1} \left( 1 + R_3 + \rho \mu \right)}
\]

The ratio of capital in \( t_0 \) \( \left( ER_{0} \right) \) is all the lower than the variable \( \mu_{a0} \) and the amount of speculative assets \( I_3 \) is high. Furthermore, the risk aversion is all the lower than the variable \( \mu_{a0} \) is high.

Besides, the growth in outstanding assets between \( t_0 \) and \( t_2 \) is a decreasing function of the risk aversion:

\[
\frac{\partial \rho_{t2}}{\partial a} < 0
\]

So, this latter is also higher for a low initial level of equities: \( \mu \rho_{t2} \) is all the lower than \( ER_{0} \) is low.

Therefore, in \( t_2 \), the less banks are capitalized, the more they prefer fair value assets. The risk taking channel is stronger for banks relatively less capitalized in \( t_0 \) since the best capitalized ones are, not only more risk averse, but also more effective to select borrowers (Mésonnier, 2005).

It is the same understanding concerning the liquidity ratio:

\[
LIQ_{0} = \frac{I_{t0}}{I_{t0} + I_{2t0} + I_{3t0}} = \frac{I_{2t,4}(1 + \rho_1)}{I_{t,1}(1 + \rho_1) + I_{2t,1}(1 + R_2 + \rho) + I_{3t,1}(1 + R_3 + \rho \mu)}
\]

First, the ratio \( LIQ_{0} \) was even lower than the amount of \( I_3 \) assets (related to the variable \( \mu_{a0} \)) was high. Moreover, the risk aversion is all the lower than \( \mu_{a0} \) is high. Thus, according to \( \frac{\partial \rho_{t2}}{\partial a} < 0 \), the growth in outstanding assets \( \rho_{t2} \) is a decreasing function of the risk aversion of banks. So, the growth in outstanding assets is higher for a low initial level of liquidity: \( \mu \rho_{t2} \) is all the higher than \( LIQ_{0} \) is low. The preference for risky assets is stronger for less liquid banks in \( t_0 \). Generally, a more liquid bank is less procyclical and less sensitive to the monetary policy action. Indeed, this latter has a larger stock of assets so after a restrictive monetary policy it can restrict lending less (Kashyap & Stein 2000). Moreover, after an expansionary monetary policy in the ascending phase, the liquid bank is the one that has the most diversified assets: choices are not concentrated on the risky assets whose liquidity collapses in the downward phase.

In addition to the capitalization and liquidity of banks, choices of banks with respect to their size (approached by the amount of total assets held by the banking sector) are also considered. The link exists but is not obvious according to the literature: On the one hand, the banks that have a great amount of assets can easily raise funds so they are less sensitive to shocks, and especially to monetary policy decisions. But on the other hand, large banks have better access to markets, which may encourage risky choices. In the model, we know that \( \mu \) and \( \rho \) are all the higher than the risk aversion \( a \) is low. So the size of the balance sheet

\[
\left[ I_{t,1} \left( 1 + \rho_1 \right) + I_{2t,1} \left( 1 + R_2 + \rho \right) + I_{3t,1} \left( 1 + R_3 + \rho \mu \right) \right]
\]

is negatively correlated with the risk aversion and positively correlated with the growth in outstanding. Theoretically, we concluded that large banks take more risks. But this result is valid under the assumption about the diversification of assets. Indeed, it is assumed that no asset was better than any other since the asset \( I_3 \) was more profitable but more risky and needed more equities.

Let’s remember that the preferences of banks are observable thanks to the variable \( \mu \). According to this hypothesis, \( \rho_2 = \rho_3 = \rho \). So, in this case, the lower the risk aversion is, the higher \( \mu \) and the size of the balance sheet are high. If we relax this assumption, the bank can choose more or less risky assets. A large bank can be less capitalized and less liquid but it could also make less risky choices in accordance with a wider diversification. To put it, even if the size has a significant role, we could not reach a conclusion on its relationship with risk taking. According to Berger & Bouwman (2013), the effect of the capital would differ in bank sizes. In other words, it is not the size that influences the bank behavior but its combination with bank equities. We can conclude that the effects of monetary policy on bank choices are more or less important according to the considered

\[4\] According to the ratios of capital and liquidity, more the size \( \left[ I_{t,1} \left( 1 + \rho_1 \right) + I_{2t,1} \left( 1 + R_2 + \rho \right) + I_{3t,1} \left( 1 + R_3 + \rho \mu \right) \right] \) is high, more the ratios are low.
banking sector: the effects are different if the banking sector consists of high or low capitalized and liquid banks. A banking sector with a lot of low capitalized and liquid banks would react more to a monetary policy shock: a decrease in interest rates would promote a more important risk taking.

Symmetrically, a rise in interest rates can entail a credit rationing whose amplitude depends on the bank balance sheet. Indeed, banks with a high amount of risky assets $I_3$ would have low capital and liquidity ratios so they would be more affected by a decrease in asset prices $\mu$ in the downward phase. Moreover, if $\mu$ is low (due to a collapse of risky asset prices), the risk aversion is high. Consequently, in the downward phase, the growth in outstanding goes down and the decrease is higher for banks that have risky assets. The credit rationing in $t_2$ is accentuated by the flight to quality (the preference for assets $I_1$) and is higher for low capitalized and liquid banks. In other words, if banks prefer risky assets $I_3$ in $t_0$, the economic funding development (promoted by $I_2$) could be relatively important (since the least capitalized and liquid banks are those that have the most difficulty extending productive credit). To conclude, in both phases, monetary policy has all the more effects on bank choices (preference for risky assets in the upward phase and flight to quality in the downward phase) than banks are less capitalized and liquid.

Moreover, a securitized asset can be introduced in the model. Securitized assets are not backed to a productive project, so they are contained in $I_3$, whose characteristics change. The cost of protection (i.e. Credit Default Swap (CDS) premium noted $g$) decreases the return $R_3$. To simplify, it is assumed that this premium equalizes the net returns of the assets $I_2$ and $I_3$: $R_3 = r_3 - i_{be} - g = R_2$. The funding demand is increased by the introduction of the shadow banking system. Under these conditions, price effects, entailed by accounting standards, are higher concerning this type of assets: $\mu' > \mu$. During the upward phase, the assets $I_3$ are more preferred than in the situation without securitization, since the wealth effect $\mu'$ is reinforced, while the cost of required equities disappears. Consequently, regulation is less binding: $\alpha' = 0 < \alpha$. In short, the preference for risky assets, in the upward phase, and the flight to quality, in the downward phase, are higher when we consider securitization. We can note that banks prefer $I_3$ in the upward phase even though we assumed that the returns of $I_2$ and $I_3$ were equal. Considering securitized assets, the bank choices still depend on their risk aversion and so, on their characteristics. Since the variable $\mu'$ is an important component of the ratios of equities and liquidity, the effects of monetary policy still depend on the capitalization and liquidity of banks, and the dependence is even stronger as $\mu' > \mu$.

To conclude, our theoretical model, based on accounting identities highlight that banks prefer risky assets (and securitized assets if we include shadow banking) in good times and tend to flight to quality in bad times. This result is even more accentuated according to initial bank characteristics: procyclicality is more important for low capitalized and liquid banks.

5. Conclusions and Discussions

The model presented showed that the combination of monetary policy and microprudential measures (e.g. Basel II standards) could encourage bank risk-taking by having procyclical effects. The recent crisis on global financial markets is the achievement of these excessive risks. This latter has led to several proposals aimed at strengthening the financial system in general and at encouraging more cautious lending behavior in the upward phase. The procyclicality effects have to be considered. According to Goodhart et al. (2013), capital requirements could be raised ahead of an asset price boom or bust, which could reduce bank risk-taking without limiting too severely overall credit supply. In this framework, capital requirements should be adjusted over the cycle. A countercyclical macro-prudential policy could help reduce the output gap and financial instability. According to Papa N’Diaye (2009), the aims of the Central bank about output gap and inflation could be achieved with fewer variations of interest rates if the monetary policy was completed by a macro-prudential policy. Based on an analysis of bank behaviors in response to monetary policy, Agur & Demertzis (2012) also highlight the need to join the monetary policy and the macro-prudential regulation. In their theoretical model, bank choices on the leverage and preference for types of assets (risky assets versus less risky assets) are the response to monetary policy. It is showed that an increase in the interest rate can reduce excessive risk-taking (according to the risk-taking channel), but, it is possible only if the bank leverage is moderated according to the size of the balance sheet. The ability of the monetary policy to limit risk-taking would depend on its association with the macro-prudential

---

\[ \text{Countercyclical macro-prudential policy could help reduce the output gap and financial instability.} \]

\[ \text{According to Papa N’Diaye (2009), the aims of the Central bank about output gap and inflation could be achieved with fewer variations of interest rates if the monetary policy was completed by a macro-prudential policy. Based on an analysis of bank behaviors in response to monetary policy, Agur & Demertzis (2012) also highlight the need to join the monetary policy and the macro-prudential regulation. In their theoretical model, bank choices on the leverage and preference for types of assets (risky assets versus less risky assets) are the response to monetary policy. It is showed that an increase in the interest rate can reduce excessive risk-taking (according to the risk-taking channel), but, it is possible only if the bank leverage is moderated according to the size of the balance sheet. The ability of the monetary policy to limit risk-taking would depend on its association with the macro-prudential regulation.} \]
According to our model, banks favour risky assets in the upward phase and flight to quality in the downward phase, which justifies such a policy that takes into account the procyclicality. Moreover, the degree of risk-taking depends on risk aversion and initial bank characteristics. The relationship between these characteristics and risk aversion appears mainly in the denominator of these ratios (via the variable $\mu$). Consequently, the regulation should take into account the role of the numerator and the denominator in the adjustment of capital and liquidity requirements. If a countercyclical capital ratio could help reduce procyclicality, its efficiency could be reduced according to the method of adjustment. Hanson, Kashyap, & Stein (2011) share this view and propose a solution: “the regulator does not care whether the bank adjusts via the numerator or via the denominator—that is, by raising new capital or by shrinking assets.” If a single bank tries to increase its capital ratio by decreasing its assets and so by cutting back on lending, other institutions can compensate. But, if a lot of institutions shrink their assets, it could cause damage to the economy via credit rationing. In this sense, Hanson, Kashyap, & Stein (2011) propose a corrective action targeted at dollars of capital and not capital ratios’ corrective action.

According to Markus Brunnermeier et al. (2009), indicators used to apply the regulation would be the average growth of credit expansion and leverage, and the mismatch in the maturity of assets and liabilities. The Basel Committee on Banking Supervision (BCBS) has developed such a countercyclical framework complying with these recommendations. Indeed, the Basel Committee proposed an additional countercyclical buffer that will range between 0 and 2.5 percent, to be implemented on a country-by-country basis. The new standards reveal some progress involving an adjustment of the bank capital in response to excess credit growth in the private sector. Indeed, according to Agénor, Alper, & da Silva (2013), “the expansion of credit is an essential ingredient in the build-up of imbalances in the financial system.” So their DSGE model reveals two policies based on a “credit growth gap” measure: a monetary policy that considers a credit-augmented interest rate rule and a macro-prudential policy based on a Basel III-type countercyclical regulatory capital rule. In their opinion, these two rules may promote both economic and financial stability. Nevertheless, the credit growth as an indicator of financial instability has to be taken with caution, depending on different economies because bank credit could have a critical role in financing short term economic activity (especially in developing economies): “a rule that constrains the growth in overall credit could entail a welfare cost” (Agénor, Alper, & da Silva, 2013).

This comment is consistent with the main conclusion of our model about the distinction between backed assets for productive projects and speculative assets. The boom-bust cycle involves more risky assets. We should highlight that the preference for risky assets in good times and the flight to quality in bad times appear at the expense of the productive credit. Consequently, a regulation that considers the credit growth without specification about its allocation could be insufficient. The macro-prudential policy should take into account the credit allocation and distinguish the different assets. In this context, Charles Goodhart (2005) proposes that a capital requirement that concerns an asset should be relative to the price evolution of this asset (e.g. a capital requirement on mortgage should be based on the increase in housing prices) (see also Goodhart & Persaud, 2008). Moreover, in addition to the distinction of assets, institutions could be distinguished by considering their contribution to systemic risk. This contribution could then be associated to the capital requirement (Borio, 2011). After setting an “acceptable” level of risk for the system, each institution would pay for the externality that it imposes.

To put it, micro-prudential regulation should be completed macro-prudentially. The question is the way it should be implemented. Should the macro-prudential regulation be separated from the Central bank or be included? On the one hand, price stability and financial stability are complementary in good times, but they can also be in conflict (e.g. before 2007, where a long period of price stability and low interest rates encourage the financial instability). According to this, the two aims should be separated. But on the other hand, the Central bank could be the authority with the greatest facilities to supervise the macro-prudential regulation (Bethèze et al., 2011). The European Union brought an element of answer with the “Single Resolution Mechanism”.

Procyclicality of bank behaviors, according to monetary policy decision, involves a boom bust cycle. It can entail serious crises, just as the latest one that raises the issue of a new framework of regulation. Throughout the paper, we highlighted that banks favour risky assets in the upward phase and safe assets in the downward phase, at the expense of the productive credit. Moreover, this phenomenon can be accentuated by initial bank characteristics. In the upward phase, banks would take even more risks given they are less capitalized, less liquid and have more securitized assets. The bank size is also critical in the transmission mechanism, but it is rather its
combination with bank equities that produces an effect. Thus, some recommendations are quoted with the main idea of capital requirements adjusted over the cycle. Moreover, given the importance of bank balance sheet in the risk taking, components of the capital ratio have to be considered; regulation should stimulate the increase in the numerator (equities) and limit the cut back on lending. An extension of the model would consider the impact of a change in prudential regulation. The remaining question is the implementation of the macro-prudential policy. If Basel III or the Dodd Franck Act gets an insight into the numerous points developed, the regulation of the shadow banking system is still without proposition, and yet, without its inclusion, financial instability cannot be reduced.
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