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ABSTRACT

The application of a novel Particle Swarm Optimization (PSO) method called Fitness Distance Ratio PSO (FDR PSO) algorithm is described in this paper to determine the optimal power dispatch of the Independent Power Producers (IPP) with linear ramp model and transient stability constraints of the power producers. Generally the power producers must respond quickly to the changes in load and wheeling transactions. Moreover, it becomes necessary for the power producers to reschedule their power generation beyond their power limits to meet vulnerable situations like credible contingency and increase in load conditions. During this process, the ramping cost is incurred if they violate their permissible elastic limits. In this paper, optimal production costs of the power producers are computed with stepwise and piecewise linear ramp rate limits. Transient stability limits of the power producers are also considered as additional rotor angle inequality constraints while solving the Optimal Power Flow (OPF) problem. The proposed algorithm is demonstrated on practical 10 bus and 26 bus systems and the results are compared with other optimization methods.
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1. Introduction

The electric power industry is restructured around the world to meet the growing load demand. In the restructured power market, most of the power transfer is carried out through wheeling transactions [1]. Power system planners and operators often use Optimal Power Flow (OPF) as a powerful assistant tool in both planning and operating stage. OPF problem is aimed to optimize the operating cost of the power system while satisfying various system operating constraints. Due to the non-linear nature of the problem, many researchers explored the artificial intelligence techniques to have the minimum solution [1–4].

Though OPF problem minimizes the cost while satisfying the practical constraints like line flow, voltage limits etc., it has to satisfy the stability limits also. Due to the competitive expansion in recent years, power system operation has become highly stressed, unpredictable and vulnerable [5]. A stressed system has more contingencies and become more vulnerable. Due to the occurrence of large blackouts, stability constraints are inevitable while solving the optimal power flow problem [6]. Many researchers have solved the transient stability constrained OPF problem using various methods [7–12].

In the real time power market, the critical contingencies and sudden load changes forced the operation of the Independent Power Producers (IPPs) beyond their operating power limits. But the operations are restricted by their ramp rate limits. When the operating range of the generator is within the elastic range of the strength of the shaft, the corresponding ramping process will not shorten the life of the rotor and no ramping costs are incurred. When it violates the elastic range, the economic impact due to rotor fatigue is expressed in terms of the ramping cost [13] and the authors argued that the ramping costs should be incorporated into the system operation costs.

Shrestha et al. derived the operating cost of the power producers by considering ramping rate and time with conventional quadratic cost function [14]. Tanaka described an extended form of real time pricing that achieves the optimal rate of change in demanded quantity by considering the ramping costs into account. The steepness of the load curve is controlled by the proposed
optimal pricing policy, which reduces the ramping cost and the possibility of large scale blackout [15].

In the above literature, fixed ramping rate limits are used to incur the cost with respect to the contingencies and system fluctuations. But the strict ramping rate of the power producers will increase the production cost and hence the stepwise ramping rate [16] has been proposed. But in reality the dispatch schedules of the independent system operators have not been executed by the power producers due to the restricted ramping period [17,18]. Hence the piecewise linear ramping model was proposed by Shahidehpour et al. [19] to solve unit commitment problem and find their applications in the operation of Independent System Operators [17,18].

Conventional methods like lambda iteration method offer good results but when the search space is non linear and has discontinuities like piecewise linear ramping, these methods become difficult to solve with a slow convergence ratio and not always seeking to the global optimal solution. Hence, Optimal Power Flow problem considered in this paper is solved using a novel Fitness Distance Ratio based swarm algorithm with transient stability limit.

2. Problem Formulation

Optimization of production cost function $F$ of generation has been formulated based on classical OPF problem with line flow constraints. For a given power system network, the optimization of production cost of generation is given by the following equation.

$$ F = \text{Min} \sum_{i=1}^{n} (f_i(P_i) + R_i) \quad \text{$/h$} \quad (1) $$

where $F$ is the total operating cost of power producers, $f_i$ is the fuel cost of the $i^{th}$ power producer, $R_i$ is the ramping cost of the power producer and $n$ is the total number of power producers connected in the network.

The fuel cost function of the $i^{th}$ generator is given by

$$ f_i(P_i) = a_0 + a_1 P_i + a_2 P_i^2 \quad \text{$/h$} \quad (2) $$

where $P_i$ is the real power output of an $i^{th}$ power producer and $a_0, a_1, a_2$ are the fuel cost coefficients of the $i^{th}$ power producer.

Ramping cost is considered to be negligible when the power producers operate within the limits. However, strict ramping limits restrict their operation. If they are permitted to extend their limits, the life of the rotor will be affected. Hence the operation beyond the safe limits is charged as ramping cost. This ramping cost is cumulated with the fuel cost which is termed as production cost of the power producers.

Even though, the ramping actions of the power producers are governed by limits, they change their operating states with respect to time. Figure 1 shows the variation of output during the ramping process. It consists of piecewise linear ramping period $[0, RT_m]$ and a constant output period $[RT_m, 1 \text{h}]$.

The power output of the power producer during the first interval between $(0, RT_1)$ is given by

$$ P_i = \frac{(P_{i} - P_{i1})(RT_1)}{RT_1} + P_{i1} \quad (3) $$

where $RT$ is the total ramping time of the power producer.

Similarly, the power output of the power producer during the second interval between $(RT_1, RT_2)$ is given by

$$ P_i = \frac{(P_{i} - P_{i2})(RT - RT_1)}{(RT_2 - RT_1)} + P_{i2} \quad (4) $$

$m$ is segment index

In general, the power output of the power producer in any interval among the $m$ segments during the linear ramping period $(0, RT_m)$ is given as follows:

$$ P_i = \frac{P_{im+1} - P_{im}}{RT_m - RT_{m-1}} (RT - RT_{(m-1)}) + P_{im}, \quad 0<RT<RT_m \quad (5) $$

The power output of the power producer during the constant output period between the interval $(RT_m, 1)$ is given by

$$ P_i = P_i + RR * RT, \quad RT_m < RT < 1 $$

$m$ is segment index

The above formulation includes the $m$ linear segment regions before the power producers obtain its ramping limit in the specified time interval. This formulation is

Figure 1. Power delivery during a time interval
used to compute the ramping cost of the power producers at their corresponding operating point. This information is followed by the ISOs [17,18] during the rescheduling process of the power producers at the insecure conditions.

When the ramping process is included in the power dispatch, the effective operating cost of a unit considering the change of the power output is given by

\[
F = \sum_{t=0}^{RT_m} c_1(t) + \sum_{t=RT_m}^{1} c_2(t) \tag{6}
\]

where \(c_1(t)\) is the optimal production cost between the interval 0 and \(RT_m\) and is given by

\[
c_1(t) = a_0 + a_1 P_i(t) + a_2 P_i(t)^2, \quad t \in (0, RT_m)
\]

where \(P_i(t) = (P_{i,m-1} - P_{i,m}(RT-RT_m-t)) + P_{i,m}) / (RT_m - RT_h - t) + RR^* t \) \quad t \in (0, RT_m) \tag{7}

\(c_2(t)\) is the optimal production cost between the interval \(RT_m\) and 1 and is given by

\[
c_2(t) = a_0 + a_1 P_i(t) + a_2 P_i(t)^2, \quad t \in (RT_m, 1)
\]

where \(P_i(t) = P_i + RR^* RT \) \quad t \in (RT_m, 1) \tag{8}

In the above expressions, the term \(RR\) represents either increase ramp rate (UR) or decrease ramp rate (DR). When the power producers are operating beyond their permissible limits, ramping cost is calculated using the above formulation.

The operating cost function of the power producer given in the equation 1 is subjected to the following constraints.

\[
* \sum_{i=1}^{N_i} P_i - P_L - P_D = 0 \tag{9}
\]

where \(P_D\) is the total load of the system and \(P_L\) is the transmission losses of the system.

* The inequality constraint on real power generation \(P_i\) of each power producer \(i\) is given by

\[
P_{i,min} \leq P_i \leq P_{i,max} \tag{10}
\]

* Power limit on transmission line is given by

\[
MVAf_{pq} \leq MVAf_{pq}^{max} \tag{11}
\]

where \(MVAf_{pq}^{max}\) is the maximum rating of transmission line connecting buses \(p\) and \(q\).

* Transient stability constraint is expressed in terms of generator rotor angles which are given as follows:

\[
\delta_{min} \leq \hat{\delta}_i \leq \delta_{max} \tag{12}
\]

where \(\hat{\delta}_i\) is the relative rotor angle of the \(i^{th}\) power producer with respect to the reference.

3. Overview of Particle Swarm Optimization

Kennedy and Eberhart first introduced the PSO method which is motivated by social behavior of organisms such as fish schooling and birds flocking [20]. In a PSO system, particles fly around a ‘d’ dimensional problem space. During flight, each particle adjusts its position according to its own experience as well as by the best experiences of other neighboring particles. Let us consider \(X_i = (X_{i1}, X_{i2} \ldots X_{im})\) and \(V_i = (V_{i1}, V_{i2} \ldots V_{id})\) be the position and velocity of the \(i^{th}\) particle. Velocity \(V_{id}\) is bounded between its lower and upper limits. The best previous position of the \(i^{th}\) particle is recorded and is given by \(P_{best} = (P_{i1}, P_{i2}, \ldots P_{id})\). Let \(g_{best} = (P_{g1}, P_{g2}, \ldots P_{gd})\) be the best position among all individual best positions achieved so far. Each particle’s velocity and position is updated using the following two equations.

\[
V_{id}^{k+1} = W*V_{id}^{k} + C_1*rand_1*(P_{i_id} - X_{id}) + C_2*rand_2*(P_{g_id} - X_{id})
\]

\[
X_{id}^{k+1} = X_{id}^{k} + V_{id}^{k+1} \tag{13}
\]

where \(C_1\) and \(C_2\) are the acceleration constants, which represent the weighting of stochastic acceleration terms that pull each particle towards \(P_{best}\) and \(g_{best}\) positions. \(K\) represents the current iteration and \(rand_1\) and \(rand_2\) are two random numbers in the range zero to one. Inertia weight \(W\) is a control parameter that is used to control the impact of the previous velocities on the current one. Hence, it influences the trade-off between the global and local exploration abilities of the particles. The search process will terminate if the number of iterations reaches the maximum allowable number.

4. FDR PSO Algorithm

In the literature, it has been reported that the particle positions in PSO oscillate in damped sinusoidal waves until they converge to points in between their previous \(P_{best}\) and \(g_{best}\) positions [21,22]. During this oscillation, if a particle reaches a point, which has better fitness than its previous best position, then the particle continues to move towards the convergence of the global best position discovered so far. All the particles follow the same behavior to converge quickly to a good local optimum. Suppose, if the global optimum of the problem does not lie on a path between original particle positions and such a local optimum, then the particle is prevented from effective search for the global value. In such case, many of the particles are wasting their computational effort in seeking to move towards the local optimum already discovered. Better results may be obtained if various particles explore other possible search directions.

In the FDR PSO algorithm, in addition to the Socio-cognitive learning processes, each particle also learns from the experience of neighboring particles that have a better fitness than itself [23]. The implementation of this
idea is simple based on computing and maximizing the relative fitness distance ratio. The proposed algorithm does not introduce any complex computations in the original PSO algorithm.

This approach results in change in the velocity update equation, although the position update equation remains unchanged. It selects only one other particle at a time when updating each velocity dimension and that particle is chosen to satisfy the following two criteria.

1) It must be near the current particle.
2) It should have visited a position of higher fitness.

The simplest way to select a nearby particle which satisfies the above mentioned two criteria is that maximizes the ratio of the fitness difference to the one-dimensional distance. In other words, the $d^{th}$ dimension of the $i^{th}$ particle’s velocity is updated using a particle called $\mathbf{n}_{\text{best}}$, with prior best position $\mathbf{P}_j$. It is necessary to maximize the following Fitness Distance Ratio which is given by

$$\frac{\text{Cost}(p_i) - \text{Cost}(X_i)}{|P_{jd} - X_{jd}|} \quad (15)$$

In the FDR PSO algorithm, the particle’s velocity update is influenced by the following three factors:
1) Previous best experience i.e. $\mathbf{P}_{\text{best}}$ of the particle
2) Best global experience i.e. $\mathbf{g}_{\text{best}}$, considering the best $\mathbf{P}_{\text{best}}$ of all particles.
3) Previous best experience of the “best nearest” neighbor i.e. $\mathbf{n}_{\text{best}}$.

Hence, the new velocity update equation becomes:

$$V_{i,d}^{k+1} = W \cdot V_{i,d}^k + C_1 \cdot \text{rand} \cdot (P_{gd} - X_{id}) + C_2 \cdot \text{rand}^2 \cdot (P_{gd} - X_{id}) + C_3 \cdot \text{rand}^3 \cdot (P_{gd} - X_{id}) \quad (16)$$

where $P_{nd}$ is the nearby particle that have better fitness.

The position update equation remains the same as in Equation (13).

The overall evolution of the PSO and FDR PSO population resembles that of other evolutionary algorithms. The main difference is that algorithms in the PSO family retain historical information regarding points in the search space already visited by the various particles, this is a feature not shared by other evolutionary algorithms.

PSO algorithm performs well in initial iterations but fails to make further progress in later iterations as the population diversity is rapidly lost. Hence PSO algorithm suffers from premature convergence in many applications. But in FDR PSO algorithm, the average and best fitness continue to differ for many more iterations than PSO algorithm [23]. Hence the proposed method is less susceptible to premature convergence and less likely to get into local minimum of the function being optimized. Avoiding premature convergence allows FDR PSO to continue search for global optima in difficult optimization problems, reaching better solutions than PSO. Thus it outperforms the standard PSO.

5. Simulation Results and Discussion

The operation of the power producers are limited by their real and reactive power limits. But in the real time operation, they have to be committed beyond their limits for a given period when subjected to credible contingencies and sudden increase in load conditions. This type of operation will affect the life of the rotor. But keeping in the view of power system reliability, this operation is inevitable and the power producers are reasonably compensated by the system operators. But the change in state of their operation is also limited by their ramp rate limits.

The ramping costs are incurred with the fuel cost of the power producers when they violate the elastic power limits for maintaining the system security. The step by step algorithm for computing ramping cost is given in Figure 2.

The optimal power dispatch and minimum production cost of the IPPs were obtained using swarm intelligence algorithms by satisfying the transient stability limits and transmission line constraints. The simulation parameters of the swarm intelligence methods which decide the execution time of the algorithms are given in Appendix A. A linearly decreasing inertia weight $W$, which varies from 0.9 to 0.2, was used for the convergence characteristics. The line flows were computed using Newton Raphson method and their thermal power limits were satisfied. The simulation studies were carried out on P IV, 3 GHz system in MATLAB environment. The effectiveness of the proposed method has been demonstrated by considering 10 bus and 26 bus test systems.

5.1 10 Bus System

The swarm intelligence algorithms were tested on ten bus system having 5 power producers and 13 transmission lines. The fuel cost coefficients, unit limits of the test system are taken from [24].

<table>
<thead>
<tr>
<th>Optimization methods</th>
<th>Generator Power (p.u)</th>
<th>Fuel Cost ($/hr$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LP [24]</td>
<td>0.414 0.050 1.224 0.050 0.059</td>
<td>164.177</td>
</tr>
<tr>
<td>EP [25]</td>
<td>0.285 0.052 1.183 0.058 0.727</td>
<td>164.019</td>
</tr>
<tr>
<td>PSO</td>
<td>0.417 0.129 0.911 0.196 0.597</td>
<td>164.321</td>
</tr>
<tr>
<td>FDR PSO</td>
<td>0.352 0.077 1.079 0.060 0.682</td>
<td>163.850</td>
</tr>
</tbody>
</table>

The ram...
From this table, it is inferred that the value of the fuel cost obtained through the proposed methods is better than the results obtained through other optimization methods. It was also observed that there was no vast variation in the five generator powers after several runs.

The convergence characteristics of PSO and FDR PSO methods are shown in Figure 3 for illustration. It is found that during initial iterations, FDR PSO concentrates mainly on finding feasible solutions to the problem. Then the value gradually settles down to the optimum value with most of the particles in the population reaching that point.

In the above OPF solution, the transient stability limit has to be incorporated by the following procedure:

A three phase to ground fault was assumed in the transmission line connected between buses 8 and 9. The above fault was cleared by opening the contacts of the circuit breakers by 0.1 Section. The obtained OPF solution satisfies transient stability limits and the corresponding relative rotor angles of the generators are shown in Figure 4.

From this figure, it is observed that, while obtaining the solution for OPF problem, the relative rotor angles are also within safer limits and hence the system security is ensured.

5.1.2 Case 2: Production Cost with Ramping
The power producers have to change their generation
schedule when the load changes. The operation of their settings depends upon their ramp rate limits. Initially, a stepwise ramping up/down limits is considered. The power producers are rescheduled to obtain their best setting point with various stepwise ramping limits. The obtained results are given in Table 2. From the table, it is inferred that the production cost is maximum when the producers operate with strict ramp rate limit and the minimum production cost is obtained when the ramp rate limit is around 20%. However, further stricter ramp rate constraint will restrict them from the essential diversity search, and result in more production cost or in less cost saving.

<table>
<thead>
<tr>
<th>%RR limit</th>
<th>PSO</th>
<th>FDR PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC</td>
<td>RC</td>
<td>PC</td>
</tr>
<tr>
<td>10</td>
<td>164.63</td>
<td>4.12</td>
</tr>
<tr>
<td>20</td>
<td>164.84</td>
<td>3.25</td>
</tr>
<tr>
<td>30</td>
<td>165.26</td>
<td>4.52</td>
</tr>
<tr>
<td>40</td>
<td>165.30</td>
<td>4.35</td>
</tr>
<tr>
<td>50</td>
<td>165.40</td>
<td>4.08</td>
</tr>
<tr>
<td>75</td>
<td>165.07</td>
<td>5.09</td>
</tr>
<tr>
<td>100</td>
<td>165.41</td>
<td>8.35</td>
</tr>
</tbody>
</table>

FC = Fuel Cost ($/hr) RC = Ramping Cost ($/hr) PC = Production Cost ($/hr)

In reality, the power producers are operated with distinct ramping limits with respect to different operating conditions. Strict ramping limits increase the production cost while liberal ramping limits hurt the life of the rotor. Hence in this paper, a piecewise linear function is used to determine the ramping cost of the power producers. The piecewise linear ramp rate limits of the power producers are given in the Appendix B. The obtained optimal production cost of the power producers with piecewise linear ramping rate and transient stability limits using swarm intelligence methods is given in Table 3. Hence the proposed method is able to solve the real time ISO problem and able to handle non linear functions.

5.1.3 Case 3: Production Cost with Wheeling Transactions

In the restructured power market, most of the power transfers have been carried out through either bilateral or multilateral wheeling transactions. In this case, two simultaneous bilateral wheeling transactions and one multilateral transaction were carried out on the test system. The details of the wheeling transactions and magnitude of power transfer are given in Tables 4 and 5. PSO and FDR PSO methods are used to obtain the optimal production cost with linear ramp model for the practical power system and the results are given in Table 6. While solving the above problem generator bus voltage limits, voltage angles, line flow limits and transformer tap positions are taken into account. The wheeling transactions are carried out in the system with transmission line MVA limits. Since the wheeling transactions are satisfying the transmission line limits, they are feasible.

5.2 26 Bus System

The swarm intelligence algorithms were used to obtain optimal production cost with linear ramp model for 26 bus utility system. It consists of six power producers and forty six transmission lines. The fuel cost coefficients, unit limits of the test system are taken from [26]. The piecewise linear ramp rate limits of the system are given Appendix C. The transient stability based OPF solution for the practical utility system was demonstrated with line and generator contingency case studies are illustrated in the following subsections.

5.2.1 Case 1: Optimal Production Cost with Line Contingency

In this case study, the optimal production solution of the test system is obtained through the FDR PSO algorithm when subjected to different types of line contingency (single line outage, during fault and double line outage) studies. 10% increase in base load condition is assumed. The transient stability limit of the power producers is also satisfied during the contingency based optimal solution procedure. The obtained OPF results for the various
contingency case studies are consolidated in Table 7. It includes the minimum fuel and linear ramping costs incurred by the power producers and their corresponding settings. When the power limits of the power producers are violated during the contingency based rescheduling operation, then ramping cost is incurred, otherwise no ramping cost is levied. In Case (a), single line contingency is illustrated by making the line connected between buses 20 and 21 as out of service.

In Case (b), contingency based OPF solution is obtained

### Table 3. Production cost - linear ramping

<table>
<thead>
<tr>
<th>Gen No.</th>
<th>PSO</th>
<th>FDR PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gen set</td>
<td>FC</td>
</tr>
<tr>
<td>G₁</td>
<td>0.64</td>
<td>32.08</td>
</tr>
<tr>
<td>G₂</td>
<td>0.26</td>
<td>33.87</td>
</tr>
<tr>
<td>G₃</td>
<td>0.63</td>
<td>32.08</td>
</tr>
<tr>
<td>G₄</td>
<td>0.11</td>
<td>35.67</td>
</tr>
<tr>
<td>G₅</td>
<td>0.58</td>
<td>31.18</td>
</tr>
<tr>
<td>Total</td>
<td>164.90</td>
<td>4.81</td>
</tr>
</tbody>
</table>

### Table 4. Details of bilateral wheeling transactions

<table>
<thead>
<tr>
<th>Transaction</th>
<th>Bus No.</th>
<th>Real Power (p.u)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>From</td>
<td>To</td>
</tr>
<tr>
<td>TB1</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>TB2</td>
<td>8</td>
<td>5</td>
</tr>
</tbody>
</table>

### Table 5. Details of multilateral wheeling transactions

<table>
<thead>
<tr>
<th>Transaction</th>
<th>Bus No.</th>
<th>Bus No.</th>
<th>Real Power (p.u)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>From</td>
<td>Real Power (p.u)</td>
<td>To</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TM1</td>
<td>9</td>
<td>0.20</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TM1</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>0.35</td>
<td>0.35</td>
</tr>
</tbody>
</table>

### Table 6. Optimal production cost with wheeling transactions

<table>
<thead>
<tr>
<th>Method</th>
<th>FC ($/hr)</th>
<th>RC ($/hr)</th>
<th>PC ($/hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>165.08</td>
<td>3.88</td>
<td>168.96</td>
</tr>
<tr>
<td>FDR PSO</td>
<td>164.04</td>
<td>3.17</td>
<td>167.21</td>
</tr>
</tbody>
</table>

### Table 7. OPF solution – line contingency case studies

<table>
<thead>
<tr>
<th>Case</th>
<th>Gen set</th>
<th>G₁</th>
<th>G₂</th>
<th>G₃</th>
<th>G₄</th>
<th>G₅</th>
<th>G₆</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Gen set</td>
<td>478.83</td>
<td>198.94</td>
<td>271.81</td>
<td>124.49</td>
<td>199.18</td>
<td>116.01</td>
<td>1389.26</td>
</tr>
<tr>
<td></td>
<td>FC</td>
<td>5197.49</td>
<td>2565.38</td>
<td>3195.31</td>
<td>1708.87</td>
<td>2628.77</td>
<td>1683.05</td>
<td>16978.87</td>
</tr>
<tr>
<td></td>
<td>RC</td>
<td>0.00</td>
<td>96.13</td>
<td>0.00</td>
<td>0.00</td>
<td>95.40</td>
<td>45.17</td>
<td>236.17</td>
</tr>
<tr>
<td></td>
<td>PC</td>
<td>5197.49</td>
<td>2661.51</td>
<td>3195.31</td>
<td>1708.87</td>
<td>2724.17</td>
<td>1728.22</td>
<td>17215.04</td>
</tr>
<tr>
<td>b</td>
<td>Gen set</td>
<td>482.05</td>
<td>199.55</td>
<td>298.12</td>
<td>100.27</td>
<td>199.16</td>
<td>110.14</td>
<td>1389.29</td>
</tr>
<tr>
<td></td>
<td>FC</td>
<td>5240.95</td>
<td>2573.79</td>
<td>3553.89</td>
<td>1394.74</td>
<td>2628.49</td>
<td>1602.66</td>
<td>16994.52</td>
</tr>
<tr>
<td></td>
<td>RC</td>
<td>0.00</td>
<td>95.88</td>
<td>161.17</td>
<td>0.00</td>
<td>0.00</td>
<td>45.14</td>
<td>302.19</td>
</tr>
<tr>
<td></td>
<td>PC</td>
<td>5240.95</td>
<td>2669.67</td>
<td>3715.06</td>
<td>1394.74</td>
<td>2628.49</td>
<td>1647.80</td>
<td>17296.71</td>
</tr>
<tr>
<td>c</td>
<td>Gen set</td>
<td>498.36</td>
<td>195.50</td>
<td>258.05</td>
<td>149.7</td>
<td>179.61</td>
<td>108.05</td>
<td>1389.27</td>
</tr>
<tr>
<td></td>
<td>FC</td>
<td>5467.06</td>
<td>2538.09</td>
<td>3023.17</td>
<td>2048.39</td>
<td>2367.99</td>
<td>1574.16</td>
<td>17018.86</td>
</tr>
<tr>
<td></td>
<td>RC</td>
<td>264.98</td>
<td>95.67</td>
<td>0.00</td>
<td>76.33</td>
<td>0.00</td>
<td>0.00</td>
<td>436.98</td>
</tr>
<tr>
<td></td>
<td>PC</td>
<td>5732.04</td>
<td>2633.76</td>
<td>3023.17</td>
<td>2124.72</td>
<td>2367.99</td>
<td>1574.16</td>
<td>17455.84</td>
</tr>
</tbody>
</table>
during the fault condition. Along with the single line outage in the Case (a), a three phase to ground fault is also assumed in transmission line connected between buses 1 and 18. The fault is cleared by isolating the transmission line by 0.1 Sec. The corresponding relative rotor angle diagram with respect to the reference is given in Figure 5. It is inferred that the rotor angles of the power producers are within acceptable limits which ensures the system security.

In Case (c), two line contingencies are considered while obtaining the solution of the transient stability constrained OPF problem. The lines connected between buses (20-21) and (9-10) are made to be out of service to clear the fault. The power flow in the lines during the pre and post contingency conditions are shown in Figure 6. The obtained OPF solution satisfies the thermal power limits of the transmission lines during the credible contingencies.

5.2.2 Case 2: Generator Contingency Condition
A severe generator outage contingency based power flow solution is illustrated to demonstrate the effectiveness of the proposed FDR PSO approach. A generator connected at bus 5 is made out of service for maintenance purpose. The minimum fuel, ramping and production costs for the above critical condition are obtained as 15604.31 $/hr, 639.16 $/hr 16243.47 $/hr respectively. The simulation results are shown in Figures 7 and 8 for rotor angles and angular frequencies respectively. From the waveforms shown in these figures, it can be concluded that the system remains stable since the waveforms do not diverge during the simulation interval.

6. Conclusions
FDR PSO algorithm for solving the OPF problem with credible contingencies considering transient stability constraints and piecewise linear ramping model are presented in this paper. The feasibility of the proposed
method for solving the transient stability constrained OPF problem was demonstrated with two test systems considering various contingencies and nonlinearities like piecewise linear ramping model. The computation of linear ramping cost illustrates the increase in production cost of the power producers when subjected to load changes in the deregulated environment. The obtained results give feasible economic and security signals to the power utilities when subjected to vulnerable conditions in the deregulated power industry.
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Appendix

A. Simulation Parameters

<table>
<thead>
<tr>
<th>AI Methods</th>
<th>C₁</th>
<th>C₂</th>
<th>C₃</th>
<th>Population size</th>
<th>Maximum No. of generations</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>1.0</td>
<td>1.0</td>
<td>--</td>
<td>50</td>
<td>5000</td>
</tr>
<tr>
<td>FDR PSO</td>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
<td>50</td>
<td>5000</td>
</tr>
</tbody>
</table>

B. Piecewise Linear Rr Limit – 10 Bus System

<table>
<thead>
<tr>
<th>Pi (p.u)</th>
<th>RR (MW/hr)</th>
<th>RT (Min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>Max</td>
<td>DRi</td>
</tr>
<tr>
<td>0.05</td>
<td>0.50</td>
<td>0.45</td>
</tr>
<tr>
<td>0.51</td>
<td>0.75</td>
<td>0.40</td>
</tr>
<tr>
<td>0.76</td>
<td>1.50</td>
<td>0.60</td>
</tr>
</tbody>
</table>