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Abstract 
With the development of Internet of things and Web of things, computing 
becomes more pervasive, invisible and present everywhere. In fact, in our en-
vironment, we are surrounded by multiple devices that deliver (web) services 
which meet the needs of the users. However, the mobility of these devices as 
the users has important repercussions that challenge software design of these 
applications because the variability of the environment cannot be anticipated 
at the design time. Thus, it will be interesting to dynamically discover the en-
vironment and adapt the application during its execution to the new contex-
tual conditions. We therefore, propose a model of a context-aware middle-
ware that can address this issue through a monitoring service which is capable 
of reasoning and observation channels capable of calculating the context dur-
ing the runtime. The monitoring service evaluates the pre-defined X-Query 
predicates in the context manager and uses Prolog to deduce the services 
needed to respond back. An independent observation channel for each dif-
ferent predicate is then dynamically generated by the monitoring service de-
pending on the current state of the environment. Each channel sends its result 
directly to the context manager which consequently calculates the context 
based on all the predicates’ results while preserving the reactivity of the self- 
adaptive system. 
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1. Introduction 

Nowadays, the world has nearly 13 billion connected devices in use and it’s es-
timated that by 2020, this number will increase to reach more than 29 billion 
connected devices [1]. Pervasive Computing, aka Ubiquitous Computing, was 
once a vision of Mark Weiser. He predicted that technologies would weave them-
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selves into the fabric of everyday life until they were indistinguishable from it [2]. 
Despite the huge number of connected devices, pervasive computing is chal-

lenged by the constant change in the environment. People (along with their on- 
body sensors) are constantly moving; objects might get displaced and sensors 
might fail. These changes are impossible to predict at applications’ design time. 
Thus, we need to discover the environment (context) dynamically and adapt the 
applications in the runtime accordingly through a Context-Aware Middleware.  

This paper is organized as follows. Section 2 provides a discussion about re-
lated works. In Section 3, we introduce CONTINUUM project and the motiva-
tion behind our research. In Section 4, we discuss our contribution to the impro- 
vement of CONTINUUM. In Section 5, we introduce our model of a context- 
aware middleware from the conceptual and implementation perspectives. We 
also highlight our proof of concept. Finally, we conclude our work in Section 6.  

2. Related Work 

Many researchers proposed Context-Aware Middleware. In [3], Context-Aware- 
ness is defined as an “Opportunistic Situation Identification”. A phone-centric 
middleware is proposed which uses a hybrid learning approach for reasoning 
that combines pre-computed models and imputed models. This middleware 
tackles multiple challenges specially the constant movement of the users but it’s 
limited by the phone constraints such as the battery life and the local storage ca-
pacity. In [4], middleware architecture for a context-aware system in smart home 
environment is proposed. Web Ontology Language (WOL) is used to model the 
context and a rule-based algorithm is used for reasoning. A conducted survey on 
context aware middleware architectures [5] compared multiple recent projects 
such as FlexRFID [6], Context Awareness for Internet of Things (CA4IOT) [7] 
and Octopus [8]. Each project has a different modelling and reasoning approach. 
The survey pointed some limitations such as the need to handle the users’ secu-
rity, increase the degree of context awareness and ensure standardization. How-
ever, these middleware architectures are either based on predefined rules only 
and thus can’t handle unknown situations or they use a specific language such as 
OWL which makes it hard for the users to define new situations without the en-
gagement of developers.  

3. CONTINUUM 

CONTINUUM [9] Project offers architecture to evaluate the context in the run-
time through a three-tiered adaptation middleware and observation channels that 
monitor the environment as shown in Figure 1. This architecture is based on 
Rasmussen’s model of human cognitive behavior [10]. 

• Reflexive Behavioral Adaptation: The first tier can make the adaptation of 
the application according to the devices present in the environment and the 
rules of adaptations activated within a very short period of time hence the name 
“reflexive”. This corresponds to human behaviors based on reflexes. 

• Contextual Tactics Adaptation: The second tier identifies the current state 
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Figure 1. The architecture of CONTINUUM based on Rasmussen’s model of cognitive 
behavior [4]. 
 
among a set of known states specified at the design through a knowledge base 
and a context manager. This corresponds to human behavior based on sets of rules 
learned with experience. 

• Strategic Adaptation to Unknown Contexts: This layer proposes mechan-
isms to adapt the application to unknown states. This corresponds to human be- 
havior based on knowledge. This involves developing an action plan to respond 
to an unknown situation. 

3.1. Terminology 

In the next sections, we’ll be describing our work using below terms: 
All the objects, people and computer systems are included in the environment. 
The observables are the data of the devices (sensors) which make it possible to 

describe the attributes of the entities of the world (user, physical object ...). These 
observables serve to characterize the entities of the world (at the design time) 
and to identify them (at the runtime). 

Predicates are Boolean functions based on entities. From a set of verified pre-
dicates, we find the current state of the context (usually named situation). It is 
for this reason that from n predicates, we will obtain 2n possible states. For each 
state, we define one or more adaptation rules. 

3.2. Scenario 

To better illustrate the importance of a context-aware middleware for mobile 
workers, let’s look at below scenario. 

Raoul is a technician at the combustion turbine. Every morning, he makes a 
round to take measurements of some equipment in different sites. Each site has a 
different security level. There are 2 types of security: 
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• Building Security which indicates the level of authorization of the worker to 
access the site. 

• Worker Security indicating if he is sufficiently equipped to access the site. 
In this example, the goal is to identify the authorized and equipped worker to 

access any site. If this is the case, the time spent at the site is calculated, and an 
optimized itinerary service is offered to the technician, in order to increase the 
number of items he can inspect during his round. In case an issue occurred and 
the sound sensors, temperature or pressure exceeded a certain threshold, then an 
alert service notifies the technician to take the necessary measures. For simplicity 
purpose, we will limit ourselves to the pressure sensors in the scenario. In case 
there is an intruder, the system will launch an alarm.  

In other words, with the notions defined in 2.1, we get the following: 
For the security preoccupation context, we have the following predicates, states, 

and rules: 
Predicates: 
P1 is Zone Secured. 
P2 is Authorized/Equipped Worker. 
P3 Pressure Exceeded Threshold.  
Rules: 
R1 starts an alarm. 
R2 calculates past time. 
R3 shows route/itinerary service. 
R4 shows Alert Service. 
Since for each n predicates, we have 2n possible states. We thus distinguish 8 

possible states. 
States 1 and 2 
If Raoul enters either a secured or unsecured area, if he is authorized and 

equipped and the pressure sensor has exceeded the threshold, then the 3 rules 
(R2, R3 and R4) should be applied as in (1). 

1, 2, 3 ! 1, 2, 3 2, 3, 4.P P P P P P R R R→                (1) 

States 3 and 4: 
Same as states 1 and 2 except that the pressure doesn’t exceed the threshold, 

R2 and R3 should thus be applied as in (2)  

1, 2,! 3 ! 1, 2,! 3 2, 3.P P P P P P R R→                (2) 

States 5 and 6: 
If Raoul is unauthorized to enter a secured zone, an alarm should be started as 

in (3). 

1,! 2, 3 1,! 2,! 3 1.P P P P P P R→                  (3) 

States 7 and 8: 
Same as states 5 and 6 except that Raoul is unauthorized to enter the unse-

cured zones as in (4): 

! 1,! 2,! 3 ! 1,! 2, 3 1.P P P P P P R→                  (4) 
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3.3. Motivation 

Our research was driven by the results of CONTINUUM specifically by the 2nd 
tier. In fact, in this tier, the adaptation is performed in 3 steps [11] as shown in 
Figure 2. 

1. Observation: The purpose of this step is to provide numerical observables. 
It relies on both digital and analogue sensors and converts their data into a for-
mat compatible with the next step. 

2. Transformation: This step transforms numerical observables into semantic 
observables.  

3. Identification: this stage makes it possible to identify the current situation 
from the semantic observables.  

To make this happen, a Knowledge Base (KB) and a Context Manager (CM) 
were implemented [12]. 

The KB [13] is part of the Transformation step. It aims to maintain a model of 
the environment using ontology based RDFS language. It receives the values and 
events of the sensors as well as their appearance and disappearance and thus, it 
keeps an image of the entire system.  

The CM is part of the identification step. It mainly interrogates the KB through 
queries to verify the different predicates. 

Field experiments were performed with the help of mobile workers to evaluate 
CONTINUUM which showed very promising results [14]. On the other hand, 
some limitations were identified which can be summarized in below points: 

1. The Knowledge Base (KB) is a centralized module and thus it’s a single 
point of failure on which the system depends. In addition to that, it doesn’t en sure 
 

 
Figure 2. “Contextual tactics adaptation” Tier in CONTINUUM. 
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high availability nor scalability.  
2. The Context Manager (CM) depends on the model of the KB. In CONITI- 

NUIUUM, the KB stores all the sensors’ data using RDFS Ontology, consequently 
the predicates in CM must use the same ontology as the KB to be able to com-
municate with it. This limits the possibility of adding different reasoning engines. 

4. Improving CONTINUUM 

To start tackling these limitations, we divided our work into 3 parts: 
1. Study of Predicates and its possible alternatives. 
2. Study of the possible languages to use. 
3. Study of the path between the observables and the predicates. 

4.1. Study of Predicates and Its Possible Alternatives 

In continuum, as explained above, situations are identified by evaluating the 
answer of the predicates for a given Preoccupation. But are these predicates suf-
ficient to identify all possible situations for all the preoccupations? 

To answer this question, we studied below possibilities:  
i) Using continuous functions and operators to transform the output into 

Boolean. 
For instance, a function can be used to transform the temperature data from 

the sensor into Fahrenheit degrees and then transform these values into Boolean 
values to decide if it’s hot or not (Bayesian Networks can be used in this case). 

ii) Using continuous functions and operators to transform the output into 
discrete values. 

If we take the same temperature example, the only difference would be to use 
fuzzy logic for instance to transform the continuous values into discrete ones. 

iii) Using predicates only. 
Predicates offer a finite number of possibilities to identify the current situa-

tion since for n predicates we have 2n states.  
Also, it will be easier for an expert to express his rules associated to specific 

predicates.  
Since our model is intended for experts not developers, we opted for the pre-

dicates approach. 

4.2. Study of the Possible Languages to Use 

Defining a language is essential to expressing the users’ needs through predicates. 
This language must be independent of the reasoning techniques used.  

In addition, we must take into consideration that the context is dynamic, that 
objects can be moved, people enter and leave rooms, temperatures fluctuate, and 
activities begin and end [15]. Also, we opt for a distributed approach to over-
come continuum’s limitations. 

We found that Contextual Query Language (CQL) can be classified into 5 ca- 
tegories [16]: 

SQL 
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The SQL works well with the relational model and therefore a SQL query only 
returns tabular data. However, the structure of a sensor network is hierarchical, 
so we need a query language that can traverse in a tree-like manner [17]. 

Ontology 
We have found several context models based on OWL (Web Ontology Lan-

guage) ontologies. OWL is much more expressive compared to other ontologies 
languages like RDFS and it allows semantic interoperability to exchange and share 
knowledge of the context between different systems in various domains [18]. On 
the other hand, their query language is specific and not generic. 

Programming language 
Programming languages can address various recursive queries, but they require 

the development of complex algorithms to handle queries [16]. We have elimi-
nated it because it requires developers to write predicates and thus it will not be 
suitable for experts. 

Graphic 
We found a language called “chiromancer” [19] that is a Visual Query Lan-

guage (VQL) based on a “Query by Browsing” paradigm. This paradigm is based 
on the questioning of a relational schema using familiar concepts of the desktop 
user interface paradigm. This is done by representing both the schema and the 
query as a folder hierarchy. 

XML 
Among the XML-based CQLs, the one that has most interested us is called 

“X-Query” because it is a flexible language by nature and it can query tabular 
and hierarchical data and is therefore adapted for the networks of Sensors. More-
over, it allows scalability and it meets our criteria of independence between the 
technology of the implementation of the reasoning and that of the writing of the 
requests. Moreover, it is easy for an expert to learn such a language. 

4.3. Study of the Path between the Observables  
and the Predicates 

This task consists in studying how predicates will be evaluated using the current 
observables in the environment. To do this, we studied the different types of 
reasoning to identify situations [20]. In fact, there are 2 approaches to reasoning. 

The specification-based approach consists of reasoning according to prede-
fined rules and predicates. For example, in the mobile worker scenario, if the 
pressure exceeded a certain threshold, an alert service will be activated.  

This approach has the advantage that it is direct and easy to use by experts but 
its disadvantage is that it does not allow the identification of unknown situations 
and it is frustrating in cases where it is necessary to define many rules. 

The learning-based approach consists in using learning techniques with the 
advantage of identifying unknown situations or better adapting to a given con-
cern. For example, the user’s mood is among the contexts extremely difficult to 
detect [21]. It is difficult to write rules to predict the mood of the user, since each 
user is different. That is why in this case, it is better to use learning techniques. 
These techniques learn to identify the situations from a training period in which 
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one or more people define situations according to the sensor data (Supervised 
Learning). There are also other learning algorithms that can do clustering but do 
not label them (Unsupervised Learning). Consequently, the major disadvantage 
is that learning can take a lot of human effort and time (several months [22]). 

Since both approaches have advantages and disadvantages, the best is to use a 
hybrid approach [21]. 

5. Proposed Model 

In the first part, we will present the conceptual model that we propose to answer 
the problem. Then, we will detail how to implement such a model. Finally, we 
present the proof of concept that we implemented. 

5.1. Conceptual Model 

Our model, as shown in Figure 3, is based on the model defined in continuum. 
It contains the context manager whose purpose, is to modify the list of adaptive 
rules (AR) activated in the self-adaptive system. The list of activated ARs is cal-
culated per the current situation itself calculated according to the predicates. 

To evaluate each of the predicates, the CM relies on observation channels. It 
will therefore start by looking for an observation channel corresponding to the 
predicate it’s evaluating. If it does not find such a channel, it will ask its creation 
to the observation service. 

Our model again introduces 2 essential components: 
1. OBSERVATION SERVICE (OS) which receives the predicate from the Con-

text Manager. This service is responsible for: 
• Semantic alignment which is one of the scientific challenges of today. In fact, 

let us imagine that to express the first predicate of the scenario “is Zone Se-
cured”, we expressed it with another equivalent word, that is to say that we re 
 

 
Figure 3. Conceptual model. 
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placed the word “zone” by “site” or “factory” or “place”, the system will not 
know that it is the same predicate! This is why the system must take into con-
sideration these equivalences; it must be able to discover correspondences be-
tween two different ontologies. This issue is currently attracting the attention of 
researchers in web semantic. We did not handle it as it was out of our scope. 

• The reasoning needed to answer the predicate. In fact, this service contains a 
reasoning engine composed of 2 elements. The first is an observation base that 
keeps a model of the environment containing the description of existing busi-
ness services or services from devices typically sensors or communicating ob-
jects. This database is updated automatically when a service appears or disap-
pears. The second element is a set of inference rules. These rules are used to de-
duce the services needed to respond to predicates. Let us take the example of the 
third predicate “Pressure exceeded threshold”, as soon as the engine receives it, 
it passes by the rules of inferences and it will thus return all the pressure sensors 
that exist and the methods necessary to identify the thresholds. 

2. OBSERVATION CHANNEL (OC) created by the Observation Service for 
each predicate. Following the reasoning, the OS indicates the services needed to 
respond to the predicate. Then the OS generates an Observation Channel so that 
it is responsible for the assembly of the services and thus the calculation of the 
predicate. Once the string has finished the calculation, it sends the Boolean re-
sponse to the CM to begin the calculation of the situation. 

Advantages of the model: 
1. The semantic alignment makes it possible to directly generate or re-use the 

observation channels for the same predicates expressed in a different way instead 
of repeating the reasoning. 

2. Our model, unlike that of continuum based on a KB, separates well the rea-
soning (establishment of the CO) from the observation of the context (calcula-
tion of the predicates with the data of the sensors). 

3. The language dependency between reasoning and observation has been re-
moved. 

5.2. Implementation Model 

In this part, we will describe the model from the implementation point of view 
as shown in Figure 4. 

The Observation Service contains: 
1. Cache system connected to the system database. 
• It stores each predicate P with the result of the semantic alignment asso-

ciated with it and the result of the assembly of services that it needs. 
It thus keeps the triple (P, P’, Assembly of Services). 
• It is responsible for verifying the existence of the services in the environment 

via the database since it is connected to the observatory. 
2. The observatory has a major role to maintain a model of the world, i.e., in 

our case, the list of available services and their descriptions. It is also responsible 
for automatically updating the reasoning engine observation database and the 
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Figure 4. Implementation model. 
 
system database when a new service appears or disappears. 

3. Semantic alignment responsible for finding the equivalence of predicate ex-
pressions. As this issue is outside our scope, we have not studied how to imple-
ment it. 

4. Reasoning engine made in Prolog which seemed to us the most interesting 
because it allows deducing the services necessary to answer the predicates with-
out the intervention of the user. 

This engine contains mainly: 
• Observation Base that contains the services currently present in the environ-

ment. Its main role is to observe new services that appear or disappear so that it is 
updated automatically. 

• Inference rules defined by the developer to describe the relationships be-
tween predicates and services in the environment. 

5. Deployment responsible of generating the observation channel from the re- 
sults of the engine. It will instantiate the container WComp which will be our 
channel of observation. WComp [23] is a prototyping and dynamic execution en-
vironment on which the Auto-Adaptive system is based. WComp is composed of 
an application container which manages components (like beans). This compo-
nents composition describes the application and can be modified dynamically to 
adapt the application. Other tools are added to complete the WComp framework 
(some tools to detect services and devices available in the environment, some 
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others to adapt the application according to rules and observations on the envi-
ronment. In our case, we use WComp as an Auto Adaptive System (Figure 3) 
but also as support to implement our Observation Channels. The use of WComp 
is not an obligation for either of these uses. Another platform could be used to 
replace WComp. The choice of this platform is only due to the technical mastery 
of it and the ease of interfacing with it. 

6. Observation Channel which corresponds to a container WComp created by 
the SO in 2 cases: 

• After the SO completes the reasoning and provides the necessary names and 
methods. 

• If the predicate was found in the cache system, then the SO will directly create 
the container without going through the reasoning engine. 

This channel has the role of calculating the predicate to respond to the CM. It 
assembles the services to generate the boolean response. Hence we have N chan-
nels of observations for N predicates. 

Advantage: 
1. Time saving 
We believe that the cache system will save us time. In fact, if we assume that: 
• P1 is the probability of finding the predicate in the cache. 
• P2 is the probability of needing to reason. 
• TC is the time spent in the cache. 
• TAS is the time spent in semantic alignment. 
• TM is the time spent in the reasoning engine. 
• TD is the deployment time needed to generate the WComp container. 
We’ll have gain in time as per (5). 

( )( )AS M D 1 C 2 C AS M DT T T T  T  T  T T .P P+ + > + + +           (5) 

Knowing that Tc is a small time compared to TM because the cache searches in 
a list (order of n) and verifies the presence of services associated with the predi-
cate while the engine can make a reasoning that takes a considerable amount of 
time. In fact, TM depends on the complexity of the predicate. 

However, it remains to verify whether we have a significant time saving in 
cases where we have only one CM. In fact, once a predicate is analyzed by the SO 
and its corresponding channel of observation is deployed, there will mostly be 
no need to repeat this operation. 

In spite of this, if we have several applications, each having their own CM that 
interrogates a single SO, the interest of a cache system is reinforced. The proba-
bility of the SO must deploy the same predicate increases. This saves time with a 
cache system. 

2. The system allows high availability since if the SO becomes unavailable, the 
CM can continue to use the OCs already in place to calculate some of its predi-
cates. 

Work sequence: 
In below part, we explain how the system works. We have two possible paths: 
1. CM sends predicate P to SO. 
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2. The cache system receives it and verifies initially that the assembly of ser-
vices associated with the predicate P exists. 

2.1. If yes, the cache communicates with the BD to verify the existence of the 
services in the environment. If this is the case, the cache sends the assembly di-
rectly to Deployment to create the container that will then send the response to 
the CM. If the verification has failed, proceed to Step 2.2. 

2.2. If not, the cache sends P to the semantic alignment. 
3. The result of the semantic alignment produces P’ and sends it to the Prolog 

engine. 
4. When the assembly of components corresponding to the predicate P’ has fi- 

nished being computed in the engine of Prolog, it is transmitted to the deploy-
ment service. 

5. The deployment creates the WComp container and instantiates in it the com- 
ponents and connectors corresponding to the assembly of the predicate P’. 

6. The container can now calculate the predicate P’ and transmit the result to 
the CM. 

5.3. Proof of Concept 

During our research, we developed a proof of concept to answer a simple predi-
cate the 3rd predicate of the scenario which was “Pressure exceeded Thresholds”. 
To better explain our evidence, we would like to follow a bottom-up approach. 
We will thus begin by zooming on the WComp container responsible for calcu-
lating the predicate to send the response to the CM. Then we will detail each 
block implemented. 

1) WComp container 
WComp in general contains a library of ready-to-use components. Each of 

these components issues events to inform others of an internal state change or to 
invoke a method of another component. These components are called “Beans”. 
In addition, it is possible to add new beans in WComp or new services in the en-
vironment called “UPnP Proxies”. These are the representatives of the services in 
the container. So thanks to beans and proxies, we can do the assembly of services 
with the methods that suit us to calculate the response of the predicate. 

In our case, to respond to P3, we need to assemble the service of the pressure 
sensor with a bean called “Threshold” and to link these two components with an 
“is Reached” method that will return a Boolean value to CM to determine if the 
sensor has exceeded the threshold. 

2) Observatory 
To observe the changes in the environment, we use the UPnP Wizard Design-

er which is one of the essential bricks of the WComp middleware. In fact, this 
brick allows the automatic generation or degeneration of proxies for the services 
that appear or disappear in the environment at the time of execution. We also 
added a bean to update the Prolog database as well as the cache system. 

3) Deployment 
This block is made in C # or the WComp container is compatible with this 
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programming language. It integrates the libraries of SWI Prolog and UPnP open 
Tools so that it can act as the bridge between the reasoning engine and the chain 
of observation. 

4) The reasoning engine in Prolog 
To do this, we began by studying the language of Prolog as well as these two 

major components: the observation base and the rules of inference. 
• Rules of inferences: 
We have developed generic rules that deduce the beans and services needed 

for predicates in the following form: 
1. Threshold Reached (name of the sensor) typically for our example it is a 

pressure sensor. This rule associates the threshold bean with the service found in 
the observation base with a name identical to the name of the sensor. And so we 
do a matching to find the suitable service. 

2.  Is Bigger (service 1, service 2), the aim being to use comparison operators 
(≤, ≥, !, <, >, =) with service values. We also find a rule for each operator that 
returns the service names and comparisons beans as well as their methods. 

3.  And (service 1, service 2), the aim being to use the logical operators (and, 
or, no and, xor ...). Similarly we have one rule per operator that returns the 
names of services and comparisons beans as well as their methods. 

• The observation base is written in prolog by the observatory. It contains a 
bean that updates the facts when changing services in the environment. 

5) The database 
It can correspond to any type of database. A strong point of our system is that 

it is independent of the technology of the database. To make it simple, we imple- 
mented our database tables in C #. 

6) The CM 
It was provided by the team. We have made some modifications to adapt it to 

our system so that it sends the predicates to X-query. 
7) Semantic Cache and Alignment System 
We did not handle them in our proof of concept as it’s out of our scope. 

6. Conclusions  

The objective of our research was to propose a model of a Context-Aware Mid-
dleware. In an environment undergoing frequent changes due to the mobility of 
devices and users, it becomes increasingly difficult to adapt the application at 
runtime, hence, the need to dynamically discover the environment (context) and 
to self-adapt the application to these new contextual conditions. 

The study of the CONTINUUM project aimed at ensuring continuity of ser-
vice in ambient intelligence led us to identify some limitations such as the fact 
that it relied on a Knowledge Base which did both the reasoning and the Obser-
vation of the context. Moreover, there is a language dependency between the rea-
soning and the observation. 

So we started the research with these limitations in mind. We started by stud-
ying the predicates and their languages and we found that the predicates written 
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in X-Query corresponded perfectly to our criteria. Then we moved on to another 
objective, which was to create and automate independent observation channels. 
To do this, we have separated the reasoning of the observation such that the 
reasoning is included in an observation service responsible for making the se-
mantic alignment as well as generating the lists of services needed to respond to 
the predicate while the observation is represented by observation channels or 
WComp containers generated by the SO. To optimize the system, we have im-
plemented a cache system responsible for verifying the existence of services as-
sociated with predicates. Finally, we have developed a proof of concept based on 
the scenario explained earlier in 2.2. However, further development and testing 
are still to be performed to accurately evaluate our middleware. 
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