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Abstract

Today, the demand for security software is Six Sigma quality, i.e. practically zero-defects. A practical and stochastic method is proposed for a Six Sigma security software quality management. Monte Carlo Simulation is used in a Six Sigma DMAIC (Define, Measure, Analyze, Improve, Control) approach to security software testing. This elaboration used a published real project’s data from the final product testing lasted for 15 weeks, after which the product was delivered. The experiment utilised the first 12 weeks’ data to allow the results verification on the actual data from the last three weeks. A hypothetical testing project was applied, supposed to be completed in 15 weeks. The product due-date was Week 16 with zero-defects quality assurance aim. The testing project was analysed at the end of the 12th week with three weeks of testing remaining. Running a Monte Carlo Simulation with data from the first 12 weeks produced results which indicated that the product would not be able to meet its due-date with the desired zero-defects quality. To quantify an improvement, another simulation was run to find when zero-defects would be achieved. Simulation predicted that zero-defects would be achieved in week 35 with 56% probability, and there would be 82 defects from Weeks 16 - 35. Therefore, to meet the quality goals, either more resources should be allocated to the project, or the deadline for the project should be moved to Week 36. The paper concluded that utilising Monte Carlo Simulations in a Six Sigma DMAIC structured framework is better than conventional approaches using static analysis methods. When the simulation results were compared to the actual data, it was found to be accurate within −3.5% to +1.3%. This approach helps to improve software quality and achieve the zero-defects quality assurance goal, while assigning quality confidence levels to scheduled product releases.
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1. Introduction

Six Sigma methodologies were originally formulated by Motorola in the mid-1980s. Subsequently, Six Sigma evolved into a set of comprehensive and powerful improvement frameworks and tools. Six Sigma refers to having six standard deviations between the mean of the actual performance of the process and the expected performance limits of the process. That translates to a 0.999997 probability (99.9997%) that the process performance is as desired, or to fewer than 3.4 failures per one million opportunities.

Most industries today recognize Six Sigma as a standard means to accomplish process and quality improvements. One of the principal Six Sigma methodologies is Define, Measure, Analyse, Improve, and Control (DMAIC). DMAIC comprises [1] [2]:

1) Define: defining the process, objectives and quality goals;
2) Measure: establishing the metrics and measuring the current process performance;
3) Analyse: analysing the measurement results and collected data to determine the root causes of the process variability and risk;
4) Improve: considering alternatives to eliminate the root causes and determining and applying the improvement solution to upgrade the process; and
5) Control: continuous monitoring and establishing corrective mechanisms to rectify the deviations and control the process performance in the future.

It has been well understood for more than a decade now that the root-cause of most security exposures is in the software itself, and that these vulnerabilities are introduced during the development process. The software development is an inherently uncertain process, thus security defects are part of it. Software organisations in the past were not striving for Six Sigma quality as they had profited from quickly releasing imperfect software and fix the defects later in the field. In particular for security software, this is now changing because software security vulnerabilities can be exploited before the security defects are patched. The “ship, pray and patch” approach is not anymore so the software organisations should aim Six Sigma quality for security software [3].

Nowadays, security is one of the most important quality challenges of software systems and organisations. It is difficult though to keep the systems safe because of the security evolution. In order to adequately manage the security evolution, it should be considered for all artefacts throughout the software development lifecycle. The article published by Felderer et al. elaborated on the evolution of security software engineering considering the security requirements, architectures, code, testing, models, risks and monitoring [4].

Falah et al. presented an alternative approach to security software testing. In this paper, the focus is on improving the effectiveness of the categorization of threats by using Open 10 Web Application Security Project’s (OWASP) that are the most critical web application security risks in generating threat trees in order to cover widely known security attacks [5].

A fuzz approach to security testing was presented by Pietikäinen et al. The authors emphasised the challenges, experiences, and practical ways of utilizing fuzzing in soft-
Software quality is a multidimensional property of a software product including customer satisfaction factors such as reliability, functionality, usability, performance, capability, installability, serviceability, maintainability and documentation. Software processes are inherently variable and uncertain, thus involving potential risks. A key factor in software quality is Software Reliability as it is the quality attribute most exposed to customer observation. In this chapter, the terms “reliability” and “quality” are used interchangeably.

The Orthogonal Security Defect Classification (OSDC) was established and used by Hunny to assess and improve the quality of security software [7]. OSDC also provides for applying qualitative analysis to the security software risk management. OSDC is based on the Orthogonal Defect Classification (ODC), which was elaborated by Chillarege and implemented by IBM™ (Ref., Chapter 9 in [8]). Chillarege applied the Inflection S-shaped Software Reliability Growth Model for relative risk assessment.

Software Reliability is a main subject in Software Reliability Engineering (SRE) [8]. The software reliability analytic models have been used since the early 1970s [8]-[10]. The need for a simulation approach to software reliability was recognized in 1993 by Von Mayrhauser et al. [11]. Subsequently, substantial work on simulation was published [12]-[15].

Applications of Six Sigma in software development have been published since 1985 [16]-[22]. Six Sigma software practitioners usually employ analytic models, but it has been reported that for Six Sigma, simulation models are superior [23]. Nanda and Robinson published a Six Sigma roadmap for software quality improvements [24]. Galinac & Car [25] elaborated an application of Six Sigma in continuous software processes’ improvement. In addition, Macke & Galinac [26] applied Six Sigma improvements in software development. A six sigma DMAIC software quality improvement was presented by Redzic & Baik [27]. Also, Xiaosong et al. [28] used Six Sigma DMAIC to model the software engineering process.

Some other work related to software quality risk management was published [14], in which simulation was applied for software reliability assessment. Gokhale, Lyu & Trivedi [12] [13] developed simulation models for failure behaviour. Also, Gokhale & Lyu [29] applied simulation for tailoring the testing and repair strategies.

Monte Carlo simulation is a methodology which iteratively evaluates a deterministic model by applying a distribution of random numbers to account for uncertainty. Simulation allows the use of probability and statistics for analysis [30] [31].

Security software plays a major role in Information Security and Computer Fraud as defects in security software promote insecurity and fraud. So, the security software quality is crucial for improving security and reducing fraud. Considering the losses resulting from insecurity and fraud, nowadays Six Sigma quality of security software (which practically translates to zero-defects security software) is a necessity. Traditional security software quality management of ongoing software projects have two observed deficiencies: 1) structured methods are not utilised to accomplish Six Sigma quality;
A practical and stochastic method is presented in this paper that is Six Sigma security software quality management. This method utilises proven-in-practice methodologies such as Six Sigma Define, Measure, Analyse, Improve and Control (DMAIC), Monte Carlo simulation and Orthogonal Security Defect Classification (OSDC). The DMAIC framework is used to tactically enhance the software process which is inherently uncertain in order to accomplish Six Sigma quality. Monte Carlo simulation is used to: 1) measure software process performance using Six Sigma process capability metrics; 2) measure and evaluate the quality (reliability); and 3) identifies and quantifies the quality risk. OSDC provides for considering the qualitative aspects of quality management, which complements the quantitative analysis.

DMAIC is a recognised structured methodology across industries today for systematic process and quality improvements. Analytic risk models are very much inferior to Monte Carlo simulation, which is a stochastic method. Significant qualitative improvements of quality management are provided by OSDC. Therefore, the perceived deficiencies are eliminated, which significantly improves the security software quality thus increasing information security and reducing the computer fraud risk. The method provides for achieving Six Sigma security software quality thus gaining imperative benefits such as savings and customer satisfaction. The method is compliant with CMMI® (Capability Maturity Model Integration).

Published real project data are used to elaborate the method. It should be noted that the method is presented from practical perspective only providing references for the reader to explore the theory. The method has been successfully used in practice on commercial projects gaining significant benefits [32].

The simulation models in the paper were implemented in Microsoft™ Excel® using the Palisade™ @RISK® add-in.

2. Six Sigma Security Software Quality Management: The Method

This paper is based on author’s published work [32]-[35]. The method elaboration follows the DMAIC methodology stage-by-stage. The DMAIC stage reference is given in the topics for understanding.

3. Hypothetical Scenario (DMAIC Define)

The elaboration is based on a real IBM™ software development project using published data (Ref. Dataset ODC4 in [8]). The project is finished so this case is hypothetical. The original defects are classified by using the ODC (Ref. Chapter 9 in [8]). In order to emulate the security software scenario, the original defect classification is remapped to OSDC based on the ODC-OSDC mapping matrix published by Hunny [7]. So in this hypothetical security software scenario, the security software defects are available for the entire testing cycle of 15 weeks. The OSDC Defect Types considered are: Security Functionality (SF), Security Logic (SL) and Miscellaneous (Other). To emulate the scenario of an ongoing process, the data from the first 12 weeks of testing are used. The data
from the last three weeks are used to verify the results of the method.

4. Project Definition (DMAIC Define)

The assumption is that the project is within the final testing stage at the end of Week 12 (TI(12)), which is three weeks from the targeted delivery date of the product. The project is defined as follows:

Project Objective: Complete final test phase by the end of Week 15 (TI(15)) as planned and deliver the system on time, whilst achieving the quality goal. The delivery date is at the beginning of Week 16.

Project Quality Goal: The aim is to ensure that the system is stable and ready for delivery. All detected defects should be fixed and re-tested before the end of testing. Also, the final week of testing (Week 15) should be defect-free for all defect types including total, i.e. zero defects to match the Six Sigma quality.

Problem Statement: Assess and mitigate the risk to deliver the system on time, whilst achieving the quality goal.

CTQ: Critical to Quality for the project is the software reliability of the system.

5. Project Metrics (DMAIC Measure)

For the data in details, please refer to the Appendix section. The Failure Intensity Function (FIF) is used. The Poisson distribution is used to simulate FIF in the model. So, FIF by Defect-Type need to be approximated. The logarithmic and exponential approximations were applied. The R-square values for the logarithmic approximations were the following: 1) SF: $R^2 = 0.9254$; 2) SL: $R^2 = 0.8981$; 3) Other: $R^2 = 0.7385$; and 4) Total: $R^2 = 0.9604$. For the exponential approximation the R-square values were as follows: a) SF: $R^2 = 0.8999$; b) SL: $R^2 = 0.9276$; c) Other: $R^2 = 0.7642$; and d) Total: $R^2 = 0.9665$. Comparing the R-square values, the exponential approximation is more accurate than the logarithmic approximation. Thus, the exponential approximation of the FIF is used applying the Musa’s Basic Execution Time Model for simulation.

The aproximation of the transformed FIF by Defect Type (Figure 1) is as follows:

$$\text{FIF}_{sf}(k) = 262.33 \exp(-0.274k)$$

$$\text{FIF}_{sl}(k) = 179.17 \exp(-0.217k)$$

$$\text{FIF}_{other}(k) = 41.138 \exp(-0.127k)$$

$$\text{FIF}_{total}(k) = \text{FIF}_{sf}(k) + \text{FIF}_{sl}(k) + \text{FIF}_{other}(k)$$

where, FIF$_{sf}$, FIF$_{sl}$, FIF$_{other}$ and FIF$_{total}$ are the FIF for SF, SL & Other Defect-Type and the Total, and $k$ is the time interval ($k = 1, 2, \ldots, n$).

6. Process Simulation (DMAIC Measure)

In order to analyze the process, the software reliability for the future period of three weeks, i.e. from TI(13) to TI(15) inclusive, will be predicted (simulated). The simulation model is the discrete event simulation based on Musa’s Basic Execution Time
Model. This model is used to predict the future course of the FIF.

The Poisson distribution is used in the model in order to account for the variability and uncertainty of reliability. The FIF by Defect-Type are simulated for the three week period TI(13)-TI(15), thus the mean of the Poisson distribution for every defect type for TI(13), TI(14) and TI(15) will be equal to the value of the approximated FIF for TI(13), TI(14) and TI(15) respectively (1 - 3). The Total for TI(13), TI(14) and TI(15) is simply the sum of defects for all three types for TI(13), TI(14) and TI(15) respectively (4).

To define the quality target according to the Quality Goal statement, the FIF will be used. The target is to achieve Six Sigma quality, i.e. practically zero-defects in Week 15 for all Defect-Types including Total, i.e. the FIF should be equal to zero for all defect types including total defects in the final week of testing.

In order to define the quality targets in the model, the Six Sigma Target Value, Lower Specified Limit (LSL) and Upper Specified Limit (USL) will be used: a) Target Value is zero (0) for all defect types including Total; b) USL is three (3) for all defect types including Total; b) LSL should be zero, but for all defect types including Total it will be set to minus three (−3), i.e. a small negative number, to prevent an error in the Six Sigma metrics calculations.

The Six Sigma metrics in the model are used to measure the performance of the process. In this model the following Six Sigma metrics are used: a) Process Capability (Cp); b) Process Capability Index (Cpk); and c) Sigma Level.

To apply the Poisson distribution, the @RISK® Poisson distribution function was used. To calculate Standard Deviation, Minimum Value and Maximum Value, the corresponding @RISK® functions for Standard Deviation, Minimum Value and Maximum Value were used. To calculate the Six Sigma process metrics Cp, Cpk and Sigma Level, the @RISK® Cp, Cpk and Sigma Level functions were respectively used. For the Six Sigma metrics calculations.
Sigma Target Value, USL and LSL, constants were specified. It should be noted that the Six Sigma Cp, Cpk and Sigma Level metrics are calculated from the resulting probability distribution from the simulation.

The Six Sigma process simulation results on Figure 2 show that the Total’s distribution in the final week of testing TI(15) totally deviates from the process target specifications (LSL, Target Value and USL are marked on the graph). Also, there is a 0.9 (90%) probability that the Total in TI(15) would be in the range 11 - 24; 0.05 (5%) probability that the Total would be more than 24; and 0.05 (5%) probability that the Total would be less than 11.

Table 1 shows the predicted mean (µ) total number of defects by Defect-Type in the final week of testing TI(15) including the Total. Also, the associated Standard Deviation (σ) and Minimum and Maximum Values obtained from the simulation are shown.

The predicted Total in TI(15) is 17, with Standard Deviation of 4.17 defects. This strongly indicates that the product will not be stable for delivery at the end of Week 15.

Figure 2. Total defects probability distribution for week 15.

<table>
<thead>
<tr>
<th>Process</th>
<th>µ</th>
<th>σ</th>
<th>Min value</th>
<th>Max value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF</td>
<td>4</td>
<td>2.08</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>SL</td>
<td>7</td>
<td>2.63</td>
<td>0</td>
<td>21</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>2.48</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>Total</td>
<td>17</td>
<td>4.17</td>
<td>4</td>
<td>35</td>
</tr>
</tbody>
</table>

Table 1. Predicted FIF for week 15.
The Six Sigma metrics by Defect-Type for Week 15 is given in Table 2. The Cp metric is extremely low for all defect types including the Total, so the chances that the process will deliver the desired quality are extremely low. Also, the Cpk metric for all defect types incl. total defects is negative, which confirms that the quality target won’t be met. Finally, the Sigma Level is almost zero for all defect types including the Total. Thus, there are no chances that the process will perform as expected. For example, the process Sigma Level metrics is 0.50, 0.11 and 0.18 for SF, SL and Other defects respectively. Finally, Sigma Level for total defects is practically zero (i.e. 0.0001), which confirms that the process will not perform at all, so it will not deliver the desired Six Sigma quality at the end of Week 15.

7. Sensitivity Analysis (DMAIC Analyse)

The Six Sigma simulation sensitivity analysis can show what factors have the most influence on the process variability and risk. It also can quantify this influence. It is actually used to identify the Critical-To-Qualities (CTQs) of the software process. The presented correlation and regression sensitivity analysis is performed on the predicted (simulated) data distribution for TI(13)-TI(15) only in order to determine the influence of the change of a particular Defect-Type to the change of Total Defects for all Defect Types.

On the regression coefficients graph (Figure 3) it can be seen that the top risk CTQ is the SL Defect-Type with correlation coefficient to the Total of 0.63; the less risky CTQ is the Other Defect-Type with correlation coefficient to the Total of 0.59; and the minimal risk CTQ is the SF Defect-Type with correlation coefficient to the Total of 0.50.

Also, on the regression mapped values graph (Figure 4) the quantitative parameters of the influence of the CTQs if they change by one Standard Deviation can be seen. Thus, if the SL defects increase by one Standard Deviation, the Total will increase by 2.64 defects; if the Other defects increase by one Standard Deviation, the Total will increase by 2.45 defects; and if SF defects increase by one Standard Deviation, the Total will increase by 2.10 defects.

8. Analysis Conclusion and Recommendation (DMAIC Analyse)

The conclusions from this Six Sigma analysis: a) The testing process will not perform at all as shown by the considered Six Sigma metrics. Therefore, the system would not be ready for delivery as the Six Sigma quality goal will not be met at the beginning of Week 15.

<table>
<thead>
<tr>
<th>Process</th>
<th>Cp</th>
<th>Cpk</th>
<th>Sigma level</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF</td>
<td>0.4805</td>
<td>-0.2056</td>
<td>0.5024</td>
</tr>
<tr>
<td>SL</td>
<td>0.3801</td>
<td>-0.4962</td>
<td>0.1064</td>
</tr>
<tr>
<td>Other</td>
<td>0.4034</td>
<td>-0.4199</td>
<td>0.1757</td>
</tr>
<tr>
<td>Total</td>
<td>0.2396</td>
<td>-1.1432</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Table 2. Process six sigma metrics for week 15.
Figure 3. Regression coefficients of total defects by defect-type.

Figure 4. Regression mapped values of total defects by defect-type.
16 if the project maintains the current situation; and b) The CTQ to deliver the system is the software reliability, \textit{i.e.} the predicted Total in TI(15) is 17 defects, versus the target value of zero defects.

Analysis Recommendation: In order to deliver the system on time and achieve the quality goal, immediately undertake an improvement project to improve the process and enhance the software reliability to accomplish the Six Sigma quality, which is the CTQ.

9. Improvement Simulation (DMAIC Improve)

In order to undertake the recommended action, the software process needs to be analysed again. The purpose of this Six Sigma simulation is to quantitatively determine the solution for improvement, which is an example of Six Sigma Design of Experiments (DOE). For this purpose, all the escaped defects will be predicted, \textit{i.e.} the defects that are believed to be in the system but they are not captured. Therefore, the software reliability for the future period will be simulated to predict when the reliability goal will be achieved, \textit{i.e.} in which time interval (week) there will be zero defects in total.

It was identified that the Six Sigma quality target could be met in Week 35. Hence again, the discrete event simulation is applied based on Musa’s Basic Execution Time Model to predict the future course of the FIF. All the parameters of this simulation were exactly the same as the parameters of the previous simulation. FIF by Defect-Type was simulated for the future period of 23 weeks, \textit{i.e.} from Week 13 to Week 35.

As Figure 5 shows, the Total’s distribution in Week 35 of testing fits in the process

![Figure 5. Total defects probability distribution for week 35.](image)
target specifications (LSL, Target Value and USL are marked on the graph). Also, there is a 0.90 (90%) probability that the Total in TI(35) would be in the specified target range 0 - 2 defects; and 0.05 (5%) probability that the Total would be more than two defects. The probability that there will be zero defects in total is approximately 0.56 (56%).

According to this prediction, the process can achieve the Six Sigma quality goal (i.e. zero defects in total) in Week 35 if the project maintains the current situation. The confidence levels of the predicted Total for Week 35 are around: 1) 56%, for zero defects; 2) 32%, for one defect; and 3) 10% for two defects. Thus, this indicates that the system will be stable for delivery at the end of the prolonged testing achieving the Six Sigma quality goal.

The simulation results for Week 35 are presented in Table 3. The predicted number of defects for all types, including the Total, is within the specified target range. The Standard Deviation for all types including the Total is low, i.e. nearly zero defects.

The process Six Sigma metrics at the end of Week 35 are given in Table 4. The Cp metric is greater than one for all defect types including the Total, so the chances that the process will deliver the desired quality are extremely good. Also, the Cpk metric for all defect types incl. total defects is greater than one, which confirms that the quality target will be met. Finally, the Sigma Level is very high for all defect types including the Total. Thus, there are very good chances that the process will perform as expected. For example, the process Sigma Level metrics is 16.91, 7.28 and 3.17 for SF, SL and Other defects respectively. Finally, Sigma Level for total defects is almost three (i.e. 2.97), which confirms that the process will certainly perform well, so it will deliver the desired Six Sigma quality at the end of Week 35. Compared with the Six Sigma metrics of the preceding Six Sigma simulation in Table 2, the metrics in Table 4 are exceptionally better.

All three Six Sigma metrics suggest that there are very realistic chances that the process will perform and deliver the desired Six Sigma quality at the end of Week 35. This is

<table>
<thead>
<tr>
<th>Process</th>
<th>( \mu )</th>
<th>( \sigma )</th>
<th>Min Value</th>
<th>Max Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF</td>
<td>0</td>
<td>0.13</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>SL</td>
<td>0</td>
<td>0.31</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>0.70</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Total</td>
<td>0</td>
<td>0.78</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Process</th>
<th>Cp</th>
<th>Cpk</th>
<th>Sigma Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF</td>
<td>7.6031</td>
<td>7.5590</td>
<td>16.9116</td>
</tr>
<tr>
<td>SL</td>
<td>3.2710</td>
<td>3.1673</td>
<td>7.2756</td>
</tr>
<tr>
<td>Other</td>
<td>1.4273</td>
<td>1.1953</td>
<td>3.1747</td>
</tr>
<tr>
<td>Total</td>
<td>1.2875</td>
<td>1.0300</td>
<td>2.9677</td>
</tr>
</tbody>
</table>
also strongly supported by the very low Standard Deviation, that is 0.13, 0.31, 0.70 and 0.78 for SF, SL, Other and Total defects respectively in Week 35, which is practically zero defects.

10. Improvement Recommendation (DMAIC Improve)

The following defines and quantifies the solution for the improvement. The predicted total numbers of defects by Defect-Type including the Total for the future periods are shown in Table 5.

The predicted defects for Week 13 - 15 are expected to be detected and removed by the current project until the end of Week 15. The predicted defects expected to be found in the system from Week 16 to Week 35 are unaccounted for. These defects need to be detected and removed until the end of Week 15 in order to achieve the quality goal.

Therefore, the process improvement recommendation is: Immediately undertake an improvement project to deliver the system quality improvements as required to achieve the quality goals. It is very important to assign a Surgical Team to accomplish the improvement [36]. The objectives of this project are:

1) Reanalyse the unstable defects applying Casual Analysis and Resolution (CAR);
2) Consider and prioritise defects by type as identified in the sensitivity analysis (Ref. Sec. Sensitivity Analysis) to complement the quantitative analysis with qualitative analysis provided by OSDC;
3) Determine the quality improvement action plan, establishing an additional tactical test plan;
4) Execute the tactical test plan to additionally test the system and detect and repair the escaped defects, i.e. the defects that is believed are in the system but have not been detected. According to the simulation above, there are 82 predicted escaped defects in total (TI(16)-TI(35), Table 6);

Table 5. Predicted defects per defect-type for future periods.

<table>
<thead>
<tr>
<th>Time Period</th>
<th>SF</th>
<th>SL</th>
<th>Other</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>TI(13)-TI(15)</td>
<td>17</td>
<td>27</td>
<td>21</td>
<td>65</td>
</tr>
<tr>
<td>TI(16)-TI(35)</td>
<td>11</td>
<td>28</td>
<td>43</td>
<td>82</td>
</tr>
<tr>
<td>TI(13)-TI(35)</td>
<td>28</td>
<td>55</td>
<td>64</td>
<td>147</td>
</tr>
</tbody>
</table>

Table 6. Results comparison by week.

<table>
<thead>
<tr>
<th></th>
<th>Week 13</th>
<th>Week 14</th>
<th>Week 15</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Actual) Predicted</td>
<td>Error %</td>
<td>(Actual) Predicted</td>
</tr>
<tr>
<td>SF</td>
<td>7</td>
<td>16.67</td>
<td>6</td>
</tr>
<tr>
<td>SL</td>
<td>11</td>
<td>-21.43</td>
<td>9</td>
</tr>
<tr>
<td>Other</td>
<td>8</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Total</td>
<td>26</td>
<td>-7.14</td>
<td>22</td>
</tr>
</tbody>
</table>
5) The additional testing, detection and correction of the escaped defects should be completed by the end of Week 15 to achieve the quality goal.

11. Improvement Definition (DMAIC Improve)

It should be stressed that the process improvement is a new testing project, which is totally independent of the current testing in progress. For project planning purposes, it is needed to determine the desired performance of the improvement testing process during the future three weeks. There are only three weeks available to accomplish the improvement, as the quality goal needs to be met at the end of testing (i.e. at the end of Week 15).

Within the last stage of DMAIC it is required to monitor the process performance and variances, and implement corrective measures if deviations from the desired performance are found in the future. For this purpose, keeping one week as the time interval for observation is not good because it provides for only two future check points. Thus, the time interval for observation will be reduced to one day, which provides for five check points per week.

The three weeks available for the project is equivalent to 15 working days. Thus, the proposed schedule for the testing improvement project during the next 15 Days is: 1) one day to start the project and appoint the staff; 2) three days to complete the required analysis and test plans; and 3) 11 days of testing where the escaped defects will be detected and fixed.

The predicted distribution of the escaped defects by Defect-Type including the Total, which need to be detected and fixed during the testing period of 11 days, i.e. TI(1)-TI(11), is: 1) SF: 11 Defects; 2) SL: 28 Defects; 3) Other: 43 Defects; and 4) Total: 82 Defects.

12. Alternative (DMAIC Improve)

Alternatively, if the project maintains the status quo situation, the system will be ready for delivery in Week 35. Thus, testing needs to continue until Week 35 inclusive, i.e. 23 weeks more than initially planned. The confidence level is 56% that the Six Sigma quality requirements will be met.

13. Simulation for Monitoring (DMAIC Control)

It should be emphasized that in order to manage the quality risk, it is imperative to establish continuous monitoring in order to discover any variances in the process performance, and determine and implement the appropriate corrective actions to eliminate the deviations. This will ultimately mitigate the risk and allow for the delivery of the product on time and the achievement of the quality goals.

In order to deliver the product on time and meet the quality goals, the control phase should be applied to both the current and the improvement testing process. It is recommended to create two additional Six Sigma simulation models and to apply them regularly on a daily basis to both processes until the end of the projects. The Six Sigma
simulation models for monitoring of the improvement testing process will be very similar to the models presented above.

Considering the fact that we have no original failure (defect) data for the purpose of monitoring, it will be speculative to craft the data to demonstrate the DMAIC Control phase.

14. Verification of Results

The experimental results, i.e. the predictions, are compared with the actual available data for verification. It should be underlined that there are no data available from System’s Operation. Thus, it is impossible to verify the predictions for improvements and predictions for control.

Three comparisons are performed as presented below: 1) Comparison by Week; 2) Partial Data Comparison; and 3) Overall Data Comparison.

Comparison by Week: The results are verified by comparing the predicted total number of defects per Defect-Type by week including the Total, versus the corresponding actual defects for period TI(13)−TI(15). This comparison is presented in Table 6.

The SF defects and the Total are reasonably predicted. The SL defects are underestimated for two weeks and overestimated for one week with moderate errors. The Other defects are precisely predicted for one week and badly overestimated for two weeks. Overall, these prediction results are tolerable.

Partial Data Comparison: The results are verified by comparing the predicted total number of defects by Defect-Type including the Total for the three weeks period TI(13)−TI(15), versus the corresponding actual defects. The software reliability MTTF is also compared (Table 7).

Here, the SF defects and the Total are exactly predicted. The SL defects are underestimated with a moderate error. The Other defects are substantially overestimated. Overall, these prediction results are acceptable.

Overall Data Comparison: The results are verified by comparing the actual and predicted total number of defects by Defect-Type including the Total for the entire period TI(1)−TI(15), with the corresponding actual defects; The MTTF is also compared. The period of observation is 15 weeks. This comparison is presented in Table 8.

Again, the SF defects and the Total are accurately predicted. The SL defects are underestimated with a minimal error. The Other defects are slightly overestimated. Thus,

<table>
<thead>
<tr>
<th>Process</th>
<th>Defects</th>
<th>MTTF (Weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual</td>
<td>Pred.</td>
</tr>
<tr>
<td>SF</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>SL</td>
<td>36</td>
<td>27</td>
</tr>
<tr>
<td>Other</td>
<td>12</td>
<td>21</td>
</tr>
<tr>
<td>Total</td>
<td>65</td>
<td>65</td>
</tr>
</tbody>
</table>
these prediction results are very good.

Considering the calculated errors in Tables 6-8, the experimental results are satisfactorily verified. It should be emphasized that the DMAIC-Simulation analysis is more reliable compared to the conventional models. This is because the variability and uncertainty in the software quality process are catered for by applying probability tools. This substantially increases the confidence in the DMAIC-simulation decision support, which is very important for the project.

15. Conclusions

The quality of security software is one of the crucial contributing factors to Information Security and Computer Fraud. So, efficient and comprehensive security software quality management is a necessity to improve the quality, enhance information security and reduce the risk of computer fraud. Considering the importance of Information Security and Computer Fraud today, the demand for security software is Six Sigma quality, i.e. practically zero-defects security software.

The conventional security software quality management of ongoing projects has two major weaknesses: 1) analytic risk models are used; and 2) structured methodologies for process and quality improvements are not systematically applied. The proposed practical method applies Six Sigma DMAIC, Monte Carlo simulation and OSDC methodologies. Simulation is superior to analytic risk models and DMAIC is a proven and recognized methodology for systematic process and quality improvements. OSDC provides for qualitative analysis offering qualitative improvements. This synergetic method eliminates the observed limitations of the conventional approach.

The method fully follows the DMAIC framework including the five phases: define, control, analyse, improve and control. The elaboration of the method is outlined below.

1) DMAIC Define:
   a) The hypothetical security software scenario was explained highlighting that:
      A. The published real project was finished;
      B. The testing data were classified by using ODC;
      C. To emulate the scenario of security software, the ODC classification was remapped to OSDC by using ODC-OSDC mapping matrix;
      D. The data were available for the entire testing cycle of 15 weeks; and
      E. The OSDC defect types used were SF, SL and Other.
   b) The project was defined from Six Sigma DMAIC perspective including:

---

Table 8. Overall data comparison.

<table>
<thead>
<tr>
<th>Process</th>
<th>Defects</th>
<th>MTTF (Weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual</td>
<td>Pred.</td>
</tr>
<tr>
<td>SF</td>
<td>907</td>
<td>907</td>
</tr>
<tr>
<td>SL</td>
<td>712</td>
<td>703</td>
</tr>
<tr>
<td>Other</td>
<td>251</td>
<td>260</td>
</tr>
<tr>
<td>Total</td>
<td>1870</td>
<td>1870</td>
</tr>
</tbody>
</table>

---
A. The assumption that the testing stage was at the end of Week 15
B. The objective to complete the testing in Week 15 and deliver the product in Week 16 achieving the quality target;
C. All defects should be fixed by the end of testing;
D. The quality goal is that the final week of testing (i.e. Week 15) should be defect-free;
E. The problem statement is to assess and mitigate the risk to deliver the product on time achieving the quality goal; and
F. The Six Sigma CTQ is the software reliability.

2) DMAIC Measure:
   a) The project metrics was elaborated focusing on the testing data:
      A. The original FIF was transformed in order to be used;
      B. The transformed FIF was approximated;
      C. The exponential approximation was selected based on the R-square values;
      D. Poisson distribution was used to simulate FIF; and
      E. The Poisson distribution parameters were determined for the simulation.
   b) Monte Carlo Simulation was run with data from the first 12 weeks;
   c) Simulation results strongly indicated that the product would not be able to meet its due-date with the desired zero-defects quality.

3) DMAIC Analyse: Simulation sensitivity analysis was performed to identify and quantify the influence of the individual defect types, on the total defects:
   a) The Regression Coefficients determined the coefficients of: 0.63 for the top risk SL defects; 0.59 for the less risky Other defects; and 0.50 for the minimal risk SF defect type.
   b) Regression Mapped Values quantified the influence to the Total defects in terms of standard deviation if individual defect types change for one standard deviation. So the Total will increase as follows: 2.64 defects for SL; 2.45 defects for Other; and 2.10 for the SF defect type.

4) DMAIC Improve:
   a) Monte Carlo Simulation was run with data from the first 12 weeks to predict when the zero-defects would be achieved;
   b) Simulation results indicated that the product would achieve the desired zero-defects quality in week 35 with confidence level of 56%;

5) DMAIC Improve: Improvement recommendation was determined as follows:
   a) Immediately undertake an improvement project to deliver the system with zero-defects on time;
   b) Assign a Surgical Team to accomplish the improvement;
   c) The objectives are:
      A. Reanalyse the unstable defects applying Casual Analysis and Resolution (CAR);
      B. Consider and prioritise defects by type as identified in the sensitivity analysis (#3 above) to complement the quantitative analysis with qualitative analysis provided by OSDC;
      C. Determine the quality improvement action plan, establishing an additional tactical
test plan;
D. Execute the tactical test plan to additionally test the system and detect and repair the escaped defects, i.e. there are 82 predicted escaped defects in total (TI(16)-TI(35);
E. The additional testing, detection and correction of the escaped defects should be completed by the end of Week 15 to deliver the product on time and achieve the quality goal.

6) DIMAIC Improve: Improvement Definition:
   a) There are only three weeks available to accomplish the improvement, i.e. 15 working days;
   b) The proposed project schedule is:
      A. One day to start the project and appoint the staff;
      B. Three days to complete the required analysis and test plans; and
      C. 11 days of testing where the escaped defects will be detected and fixed.
   c) The predicted escaped defects which need to be detected and fixed was:
      A. SF: 11 Defects;
      B. SL: 28 Defects;
      C. Other: 43 Defects; and
      D. Total: 82 Defects.
7) DIMAIC Improve: Alternatively:
   a) If the project continues as is, the product would achieve zero-defects in Week 35;
   b) Testing needs to continue until Week 35 inclusive, i.e. 23 weeks more than initially planned;
   c) Product would be delivered in Week 36;
   d) Probability could be 56% that the Six Sigma quality requirements would be met.
8) DIMAIC Control:
   a) It is vital to continuously monitor the 11 days of testing on daily bases;
   b) Two additional Six Sigma simulation models need to be applied for monitoring to provide for measuring and analysis of the testing process;
   c) As there are no original defects data for the purpose of monitoring, the control stage is not demonstrated.

The method results were satisfactorily verified. Comparing the simulation results with the actual data, the results were found to be accurate within −3.5% to +1.3%.

The method is compatible with CMMI* and can substantially help software projects to deliver the product on time and achieve the Six Sigma quality goals. It tactically uses the synergy of the three applied methodologies, i.e. Six Sigma DMAIC, Monte Carlo Simulation and OSDC, which provides for strong performance-driven software process improvements and achieves important benefits including savings, quality and customer satisfaction.

In comparison with the conventional methods, the stochastic approach is more reliable and comprehensive as the inherent variability and uncertainty are accounted for, allowing for probability analysis of the risk. Therefore, the confidence in the method’s decision support is substantial, which is of mission-critical importance for software
projects.
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Appendix

The elaboration is based on a real IBM™ software development project using published data (Ref. Dataset ODC4 in [8]). The project is finished so this case is hypothetical. The original defects are classified by using the ODC (Ref. Chapter 9 in [8]). In order to emulate the security software scenario, the original defect classification is remapped to OSDC based on the ODC-OSDC mapping matrix [7]. So in this hypothetical security software scenario, the security software defects are available for the entire testing cycle of 15 weeks.

Therefore, the pretended security software defects found in testing are given in Table A1. Considered are the OSDC Defect Types of Security Functionality (SF), Security Logic (SL) and Miscellaneous (Other). The time interval of observation is one week.

In order to demonstrate the method, it is assumed that the project is at the end of the week 12. So, the data from week 1 - 12 is used for analysis, shown in Black in Table A1. The data from the final three weeks of testing (week 13 - 15) shown in Blue, in Table A1, will be used to verify the method’s results. The time interval of analysis start with week one and ends with week 12, that is the start Time Interval TI(1), etc., and the end Time Interval TI(12).

The Failure Intensity Function (FIF) cannot be derived from raw data. So we apply Rank Transformation [37] to get a smooth FIF, which will be approximated for the analysis. The entire time period of our observation is 15 weeks based on selected data available from the first 12 weeks.

Table A1. Security software defects count data.

<table>
<thead>
<tr>
<th>Week</th>
<th>SF</th>
<th>SL</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23</td>
<td>93</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>33</td>
<td>23</td>
</tr>
<tr>
<td>3</td>
<td>240</td>
<td>43</td>
<td>21</td>
</tr>
<tr>
<td>4</td>
<td>37</td>
<td>20</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>147</td>
<td>98</td>
<td>23</td>
</tr>
<tr>
<td>6</td>
<td>203</td>
<td>36</td>
<td>22</td>
</tr>
<tr>
<td>7</td>
<td>27</td>
<td>64</td>
<td>18</td>
</tr>
<tr>
<td>8</td>
<td>30</td>
<td>112</td>
<td>23</td>
</tr>
<tr>
<td>9</td>
<td>107</td>
<td>43</td>
<td>13</td>
</tr>
<tr>
<td>10</td>
<td>24</td>
<td>93</td>
<td>23</td>
</tr>
<tr>
<td>11</td>
<td>16</td>
<td>20</td>
<td>32</td>
</tr>
<tr>
<td>12</td>
<td>11</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>7</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>6</td>
<td>14</td>
<td>8</td>
</tr>
</tbody>
</table>
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