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Abstract 
Searching interested images based on visual properties of images is a challenging problem and it 
has received considerable attention from researchers in the fields like image processing, comput-
er vision and multimedia systems in the last 20 years. While the importance and the effect of the 
image features like color, texture and shape have been taken into account in many papers, there 
have not been many studies on the importance of the color spaces on the performance of Content 
Based Image Retrieval (CBIR) systems. In this paper we first experimentally study the effect of 
choosing color space on the performance of content based image retrieval using Wavelet decom-
position of each color channel. To this end, the retrieval results of different color spaces like RGB, 
YUV, HSV, YCbCr and Lab are analyzed. Then as a result a new Content Based Retrieval model using 
Wavelet Transform in Lab color space and Color Moments is proposed. In order to increase the ef-
ficiency of the proposed model some division schemes are taken into account which improves the 
performance of the proposed model. The proposed model tackles one of the important restric-
tions in content based image retrieval, namely, the challenge between the accuracy of retrieval 
and its time complexity. The experimental results on two databases [19] [24] demonstrate the su-
periority of the proposed model compared to existing models. 
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1. Introduction 
In the recent years, due to the progress of digital technology in producing digital cameras and availability of 
high-speed Internet connections, the amount of digital images has been grown rapidly. Those factors have pro-
vided a fast and simple way to generate and propagate visual content worldwide. That means that a huge amount 
of visual information becomes available every day to a growing number of users. Much of that visual informa-
tion is available on the Web, which has become the largest and most heterogeneous image database so far. So 
there is an urgent demand for image retrieval systems [1] [2], which could be satisfied by content-based image 
retrieval (CBIR) systems. In CBIR systems, extracting image features like color, shape and texture is a very im-
portant step. This step is done by image descriptors. There are many papers reviewing and analyzing image de-
scriptors [3]-[5]. Studying these papers give readers insight to choose a set of proper descriptors based on the 
task at hand. However, a very important point is choosing the color space in which the image features are sup-
posed to be extracted. 

Color is one of the widely used appearance features and utilizing more color spaces does not imply benefit of 
performance enhancement. That is because the poor performance color spaces influence on the high ones. So it 
is significant to evaluate the performance of different color spaces for CBIR. There are many color spaces in the 
field image processing. Each color space has its own advantages and disadvantages. In this paper we try to ad-
dress the above point by experimentally studying the results of image retrieval using wavelet transform. 

Wavelet transform has been shown to be a very important technique in image processing and computer vision. 
Using multi resolution strategy an image can be decomposed and represented on different resolutions and scales 
with different amount of details [6] [7]. Wavelet transform have been successfully applied to image denoising 
[8], image compression [9] and texture analysis [10]. In [11] authors propose a new CBIR system using color 
and texture features. In this paper texture features are extracted using 2D-DWT and Euclidean distance measure 
was used as a similarity measure between a query image and images in the database. In [12] wavelet basis was 
used to characterize each query image and also to maximize the retrieval performance in a training data set. Also, 
a regression function was used to estimate the best wavelet filter for each query image. Finally, a simple image 
characterization based on the standardized moments of the wavelet coefficient distributions was introduced. The 
authors claim that this feature extraction model is really fast. Experimental results show significant retrieval 
performance on medical image data set, a texture data set, a face recognition data set, and an object picture data 
set. In [13] discrete wavelet transform and edge histogram were used to describe the content of the image. First 
wavelet coefficients were extracted in horizontal, vertical and diagonal directions and then Edge Histogram De-
scriptor (EHF) was applied on selected wavelet coefficients to gather the information of dominant edge orienta-
tions. The combination of DWT and EHD techniques increases the performance of image retrieval system for 
shape and texture based search. In [14] authors propose a new model in which wavelet transform and color co-
herence vector are combined to construct image feature descriptors. First, Wavelet coefficients of image are 
computed using Daubechies wavelets. Then a quantization step is applied and finally coherence vector of the 
wavelet coefficients are computed. The retrieval results obtained by the model on a database contained 500 im-
ages showed the efficiency of the proposed algorithm. As it can be seen wavelet transform has been successfully 
employed in designing CBIR systems. Therefore, in this paper wavelet transform is used to capture image fea-
tures. 

The rest of the paper is organized as follows. In Section 2 wavelet transform is briefly discussed. Section 3 
shortly points to different color spaces used in this paper. Section 4 briefly describes the proposed model for 
CBIR. In Section 5 the experimental results are discussed. Finally, the paper is concluded in Section 6. 

2. Wavelet Transform 
Wavelet transform is a signal processing technique that decomposes a signal or image into different frequency 
subbands at number of levels and multiple resolutions. In every level of decomposition, the high-frequency 
subband captures the details of the signal or images—for example, the edge information in an image. The low- 
frequency subband is a subsampled version of the original image, with similar statistical and spatial properties as 
the original signal. As a result, the low-frequency subband can be further decomposed into higher levels of res-
olution, and it helps in representing spatial objects in different coarser levels of accuracy in multi resolution 
subbands [6]. So, the wavelet transform decomposes a signal ( )f x  with a family of functions obtained through 
dilations and translations of a kernel function ( )xψ , called the mother wavelet which is localized in both spatial 
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and frequency domains. This family of functions is denoted by: 

2
, ( ) 2 (2 x n)

m
m

m n xψ ψ
−

= −                                   (1) 

where ,m n +∈  indicate dilations and translations, respectively. To construct the mother wavelet ( )xψ  a 
scaling function ( )xφ  is needed: 

( ) 2 ( ) (2 )
k
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Now, the wavelet kernel ( )xψ  can be defined as follows: 
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In the above equation N  is the support of the filter. Now, the L-level decomposition of the signal ( )f x  can 
be written as follows: 
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The coefficients 0,nc  are given and the coefficients ,L nc  and ,nld , both at scale l, are obtained by the coef-
ficients l 1,nc −  at scale l − 1 through: 
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where 1 1l L≤ ≤ + . A recursive wavelet decomposition can be obtained through ( )h k  and g( )k  in Equation 
(6). The same process can be viewed as the convolution of signal 1,l nc − with the impulse responses ( ) ( n)h n h= −
and ( ) ( n)g n g= −  of the low- and high-pass filters H and G, respectively (also known as quadrature filters), and 
then by down sampling the filtered signals by a factor of 2. The 2-D wavelet and scaling functions can be ex-
pressed as the tensor products of their 1-D complements: 

( , ) ( ) ( ) ( , ) ( ) ( )
( , ) ( ) ( ) ( , ) ( ) ( )

LL LH

HL HH

x y x y x y x y
x y x y x y x y

φ φ φ ψ φ ψ
ψ ψ φ ψ ψ ψ

= =
= =

                      (7) 

3. Technical Color Spaces 
A color space is an abstract mathematical model describing the way colors can be represented as tuples of num-
bers, typically as three or four values or color components (e.g. RGB and CMYK are color spaces). In the rest of 
this paper we used RGB, HSV, YUV, YCbCr and Lab color spaces in our experiments. For getting more infor-
mation regarding different color spaces reader can refer to the references [15]-[17]. 

4. Proposed Model 
In this section a brief description of our proposed model is presented. At first, each image in database is con-
verted to the aforementioned color spaces. Then, for each color channel features of the images in database are 
extracted using wavelet transform. In the next step a feature vector for each image is composed of wavelet coef-
ficients extracted from each image channel. So, for image I in the data base feature vector If  is defined as fol-
lows: 

sec
(w , w , w )

first ond thirdI C C Cf =                                 (8) 

where w
firstC  are first and second order moments of the wavelet coefficients of the first channel of the image I 

http://en.wikipedia.org/wiki/Color_model
http://en.wikipedia.org/wiki/Color
http://en.wikipedia.org/wiki/Tuple
http://en.wikipedia.org/wiki/RGB_color_model
http://en.wikipedia.org/wiki/CMYK_color_model
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in color space C. After that all the feature vectors will be kept in order to be used in next steps of retrieval 
process. Another important building block of image retrieval systems is similarity measure. In this paper 2L
norm is used as a similarity measure. Once the query image is presented, its feature vectors are extracted and used 
for computing the similarity between this image and database images. Suppose that I is a database image with fea-
ture vector 

sec
(w , w , w )

first ond thirdI C C Cf =  and Q is a query image with feature vector 
sec

(w , w , w )
first ond thirdQ C C Cf ′ ′ ′= . 

Now, the similarity between these two images is computed using the following equation: 

sec sec

2 2 2( , ) ( ) ( ) ( )
first first ond ond third thirdC C C C C CSim Q I w w w w w w′ ′ ′= − + − + −               (9) 

Figure 1 shows the steps for image retrieval using proposed model. So, in order to do a comparative study of the 
effect of choosing color space on the performance of the CBIR systems in each color space the image features are 
extracted in the same way using the proposed model. Also conversion from RGB color space and other color 
spaces has been done using the known models in the literature [18]. 

5. Experimental Results 
The database used in our experiments is Wang database [21]. It consists of 1000 images in 10 categories and 100 
images in each category (Table 1). In order to compare the effect of the color spaces on the performance of 
proposed CBIR model, statistical measures namely Precision and Recall were used. These measures can be 
computed as follows: 

 

 
Figure 1. Algorithm of the proposed method. 
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,
TP TP

precision recall
TP FP TP FN

= =
+ +

                          (10) 

As it can be seen from Table 2, the most promising results were achieved using Lab color space. 
In order to compare the effect of the color spaces on the performance of proposed CBIR model, statistical 

measures namely Precision and Recall were used. These measures can be computed as follows: 
In the next stage, in order to get better results, we decided to capture information from different parts of the 

images. In this way extracted features can be supposed as local features since they have been extracted from 
different parts of image not from the entire image at once. These local features give us more discriminative power 
so that we can get better results. In Figure 2(a). image is 9 parts with the same size while in Figure 2(b). the image 
is divided into 9 different parts and the size of the central part is 9/25 of the area of the image. In Figure 2(a). the 
image is divided into 5 parts. Each part is 1/4 area of the image. In Figure 2(d). The image is divided into 5 parts. 
Each part is 1/2 area of the image except the central part which is 4/9 area of the image. While extracting image 
features one can assign more weights to the central parts because in most of the images the core objects are likely 
to be appeared in the central part. 
 

Table 1. Ten classes of the image dataset. 

Category Semantic name 

1 African people and village 

2 Beach 

3 Building 

4 Buses 

5 Dinosaurs 

6 Elephants 

7 Flowers 

8 Horses 

9 Mountains and glaciers 

10 Food 

 
Table 2. The average precision and recall of the methods. 

Semantic name RGB-Wavelet HSV-Wavelet YUV-Wavelet YCbCr-Wavelet Lab-Wavelet 

 Precision Recall Precision Recall Precision Recall Precision Recall Precision Recall 

African people and village 51.34 45.28 53.26 46.35 38.29 33.79 56.68 54.17 58.73 55.36 

Beach 42.52 37.46 44.59 37.28 35.27 30.24 47.67 43.24 48.94 46.27 

Building 46.41 39.62 41.36 37.64 38.21 34.18 49.57 42.67 53.74 45.37 

Buses 86.54 79.37 88.45 85.37 80.69 75.36 92.68 88.34 95.81 91.38 

Dinosaurs 92.68 88.14 94.54 91.23 89.84 84.23 97.21 92.13 98.36 95.72 

Elephants 61.24 59.26 65.19 60.27 46.27 40.27 61.75 52.84 64.17 58.12 

Flowers 72.34 68.53 77.15 73.27 69.44 63.12 81.37 80.36 85.64 83.57 

Horses 67.68 55.79 69.14 65.31 66.37 58.14 77.92 72.82 80.31 76.19 

Mountains and glaciers 37.27 31.68 41.58 36.74 27.26 20.45 49.17 46.32 54.27 50.67 

Food 59.32 44.85 62.14 57.27 51.27 47.38 61.73 57.82 63.14 62.57 

Average 61.787 54.998 63.74 55.309 54.321 47.716 67.575 63.071 70.311 66.522 
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(a)                        (b)                         (c)                         (d) 

Figure 2. Image Division with different schemes. 
 

 
Figure 3. The retrieval results of an image from the Wang database [21]. 

 
Here we used color moments as another image features. These moments can be computed as follows: 

1 1
2 3

2 3

1 1 1

1 1 1, ( ) , ( )
N N N

i ij i ij i i ij i
j j j

f f s f
N N N

µ σ µ µ
= = =

   
= = − = −   

   
∑ ∑ ∑                  (11) 

where fij is the value of the ith color component of the image pixel “j”, and N is the total number of pixels in the 
image. Therefore, using wavelet transform in the Lab color space and computing color moments the feature vector  
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Table 3. The average precision and recall of the proposed model using wavelet transform in lab color space 
and color moments. 

Semantic Name Precision Recall 

African people and village 65.51 58.34 

Beach 59.37 54.75 

Building 60.93 52.91 

Buses 97.58 92.73 

Dinosaurs 99.21 96.67 

Elephants 67.39 63.46 

Flowers 93.42 87.94 

Horses 92.35 85.42 

Mountains and glaciers 62.83 56.28 

Food 66.74 63.84 

Average 76.533 71.234 

 
of an image is constructed. Using this proposed model we could achieve a high performance as it can be seen from 
Table 3. 

Compared to other models reported in [20]-[23] our proposed model provides promising results. We also 
successfully implemented our proposed model on Li database [24] and we could achieve high rate of accuracy. 
Figure 3 shows the retrieval results of the proposed model. It should be noted that final results of the first 29 
similar images are presented. 

6. Conclusion and Future Work 
This paper gives an experimental study of the effect of choosing color space on the performance of a CBIR sys-
tem while wavelet transform is employed as image feature descriptor. The final results show that Lab color 
space provides the most promising results. Therefore, a new Content Based Retrieval model using Wavelet 
Transform and Lab color space and Color Moments is proposed. The proposed model tackles one of the impor-
tant restrictions in content based image retrieval, namely, the challenge between the accuracy of retrieval and its 
speed. The experimental results on a Wang database [19] and Li database [24] demonstrate the superiority of our 
proposed. In future, incorporating other image descriptors accompanied by an ensemble of classifiers aiming at 
achieving more promising results on larger databases will be the direction of our studies. 
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