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Abstract

In this paper, two Evolutionary Algorithms (EAs) i.e., an improved Genetic Algorithms (GAs) and Population Based Incremental Learning (PBIL) algorithm are applied for optimal coordination of directional overcurrent relays in an interconnected power system network. The problem of coordinating directional overcurrent relays is formulated as an optimization problem that is solved via the improved GAs and PBIL. The simulation results obtained using the improved GAs are compared with those obtained using PBIL. The results show that the improved GA proposed in this paper performs better than PBIL.
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1. Introduction

Power system protection equipment is used to protect the power system and swiftly isolate abnormal conditions from the system [1] [2]. In order for the protection system to perform its function optimally, it must operate selectively, reliably and dependably. To achieve these requirements, relay coordination study should be carried out [1] [2]. Coordination of protection is defined as the process of choosing settings or time delay characteristics of protective devices such that the operation of the devices will occur in a specified order to minimize customer service interruption, reduce equipment damage, or personal injury [2].

Overcurrent relays are the most widely used protection system relays to detect and isolate faults in power systems. There are two types of overcurrent relays: 1) the instantaneous overcurrent relays, operate instantaneously when the current reaches a predetermined value and 2) time delay relays which require that both the current and the time to exceed the setting values before the relay can operate. For time delay overcurrent relays, relay coordination involves setting the pickup current and time multiplier parameters. The most important parameter for the overcurrent relay coordination is the time multiplier which has a direct influence on the operating time of the relay. The pick-up current is set to be stable for maximum load current that the equipment can carry continuously but should also be sensitive enough to detect minimum fault at the end of intended reach [3].

many years, power system engineers have relied on conventional methods for overcurrent relay coordination. These methods are based on trial and error approach that can be laborious and time consuming depending on the size and the complexity of the network. As a result, it has been proposed to automate the relay coordination procedure using computer programs [3] [4]. However, these automated methods do not provide optimal solutions but rather the best of the tried solutions [5]. Consequently, new methods that can provide optimal overcurrent relay coordination have been proposed. A comprehensive review of different optimal coordination methods to overcome this problem is given in [6] [7].

Recently, the applications of Evolutionary Algorithms (EAs) such as genetic algorithms (GAs) have received increasing attention [8]-[14]. In general, the operating time of the main relays for primary zone fault has been used as the objective function for the optimization problem. Researchers have handled constraints in different ways. In [10], the preferred time multiplier setting, current pick-up setting and coordination time interval were added as part of the objective function. In [12], the coordination time interval is also part of the objective function. Other authors have incorporated additional terms, besides the constraints in the objective function [13] [14] evolutionary programming (EP) [15] [16] and differential evolution (DE) [17]-[20], have been proposed for optimal relay coordination. In general, researchers have used the operating time of the main relays for primary zone fault as the objective function for the optimization problem. Other authors have incorporated additional terms, besides the constraints, in the objective function. The different ways researchers handle constraints are discussed in the subsequent sections. In [10], the preferred time multiplier setting, current pick up setting and coordination time interval were added as part of the objective function. In [11] [12], the coordination time interval is also part of the objective function. Other authors have incorporated additional terms, besides the constraints in the objective function [13] [14].

Several authors have discussed the limitations of simple GAs such as premature convergence, the long time required to solve difficult problems, etc. To cope with these limitations, several variant of GAs have been proposed in recent years. Some of these variants include hybrid GA [15], continuous GA [16], Evolutionary Programming (EP) [17], Modified, Evolutionary Programming (EP) [18], Differential Evolution (DE) and its variants [19]-[22].

In this paper, an improved GAs is used for optimal coordination of overcurrent relays. The simulation results are compared with the results obtained using a relatively new algorithm called Population-Based Incremental learning (PBIL). This algorithm has been first introduced by Baluja in [23]. PBIL has been successfully applied to solve power system small signal stability problems [24]-[29]. However, this algorithm has not been applied to relay coordination before. It is shown in this paper that PBIL is able to provide relay coordination for the network studied. However, the performance of PBIL used in this paper is not as good as that of the improved GAs. This could be due to several reasons. The performance of the improved Gas used in this paper has been enhanced by using a combination of single point crossover and extrapolation. In addition, a more unbiased selection method based on ranking method coupled with truncation method (only the best 50% of the population are used for reproduction) was used instead of the traditional roulette wheel selection method. Another reason could be attributed to the premature convergence of PBIL [28] and the fact that the version of PBIL used in this paper is based on binary coding and not real coding like GAs used in this paper. This creates some problems in handling the constraints.

2. Power System Model

The power system considered in this research is the IEEE 24 Bus system as shown in Figure 1. This system consists of two voltage levels, the 138 kV and the 230 kV. In this paper, the coordination of overcurrent relays is performed on the 230 kV voltage level. The 230 kV voltage level consists of 6 sets of machines, 14 buses and 20 lines. The data used for this power system model can be found in [30].

3. Background to Genetic Algorithms

Genetic Algorithms (GAs) are random search algorithm based on the mechanisms of natural selection and natural genetics [8] [9]. This algorithm applies the principles of survival of the fittest to search for optimal solutions [8]. Solutions from one population are used to create a new population through genetic operators such as selection, crossover and mutation. Initially, the trial solutions are generated randomly. In every generation, a new set of trial solutions is created through the evolutionary process of selection, crossover and mutation. A new population is created by combining the information of the two parent solutions. Selection determines which individuals
will survive and continue on to the next generation. Selection is done through various selection methods [9]. In this paper, a selection method based on ranking coupled with truncation method (the best 50% of the population are used for reproduction) was used. In the ranking method, a probability of selecting an individual solution is assigned based on the rank of the individual solution when all the solutions are sorted according to their fitness values [9]. This method has an advantage in that the fittest individuals will not dominate the population [8] [9].

The aim of crossover function is to produce new solutions from two parent solutions in order for the algorithm to search through the solution space [8]-[10]. In this paper, a combination of single point crossover and extrapolation was used. To prevent premature convergence, diversity is introduced into the population by using mutation operator [8], [9]. There are various methods of implementing mutation, these include uniform mutation, non-uniform mutation, multi-non-uniform mutation, etc. In this paper, uniform mutation was used.

A summary of the GAs used in this paper is given below [9]:

Step 1: Create an initial population.
Step 2: Evaluate all of the individuals.
Step 3: Select a new population from the old population based on the fitness of the individuals as given by the evaluation function.
Step 4: Apply some genetic operators (crossover and mutation) to members of the population to create new solutions.
Step 5: Evaluate these newly created individuals, and check whether termination criteria is met.
Step 6: Repeat steps 3-5 (one generation) until the termination criteria has been satisfied (usually perform for a certain fixed number of generations).

4. Overview of Population-Based Incremental Learning

Population Based Incremental Learning (PBIL) combines aspects of Genetic Algorithms with competitive learning [23]. In PBIL, there is no crossover operator [23] [24]. Instead a probability vector is used to create new trial solutions through learning [25] [26]. This probability vector is initially set to 0.5 to ensure that the probability vector is unbiased and the initial trial solutions created from the probability vector are completely random [23] [27]. In every generation, the probability vector is updated towards the current best solution through learning [24] [25]. The best solution is used to update the probability vector. The probability vector is updated using the following expression [23]:

\[ P = (1-l)P + l \cdot x_{best} \]  

where \( P \) is the probability vector, \( l \) is the learning rate and \( x_{best} \) is the current best solution.

The learning rate provides a compromise between exploration and exploitation. The higher the value of the
learning rate the faster the algorithm will converge towards an optimal solution \((i.e., \text{more exploitation})\). The lower the value of the learning rate the more exploration of the search space the algorithm will perform [26].

After the vector is updated, new trial solutions are created using the updated probability vector. The cycle is repeated until termination criteria is met [23]-[28]. To avoid premature convergence of the algorithm, mutation is introduced to increase the diversity in the population. Mutation is implemented on the probability vector by using a forgetting factor to relax the updated probability vector towards the neutral value of 0.5 as given in equation below [24]-[29]

\[
P = P - (P - 0.5)f .
\]  

where \(f\) is the forgetting factor.

A summary of the PBIL used in this paper is given below [24]-[29].

Step 1: Initialize the elements of the probability vector to a neural value (of 0.5) to ensure completely random initial population.

Step 2: Generate a population of uniformly-random bitstring and compare it element-by-element with the probability vector. Whenever and element of the probability vector is greater than the corresponding element of the random vector, a “1” is generated, otherwise a “0” is generated.

Step 3: Evaluate the fitness of the bitstring using the objective function in order to identify current best solution

Step 4: Update the probability vector through the learning rate towards the current best solution

Step 5: Apply mutation on the updated probability vector and generate the new population based on the new probability vector.

Step 6: Check if termination criteria is met.

Step 7: Stop if criteria are met and satisfactory solution is found. Otherwise go to step 3.

5. Problem Formulation

5.1. Overcurrent Relay Operating Characteristics

The purpose of this study is to optimize the parameters of the overcurrent relay \((TMS \text{ and } I_{PU})\) such that operating time of primary relays is minimized while sufficient coordination is provided between main relays and back-up relays. The most widely used operating characteristic for standard inverse relays is given by:

\[
t = TMS \times \left(0.14 \left[\left(\frac{I_f}{I_{PU}}\right)^{0.02} - 1\right]\right).
\]  

where \(t\) is the relay operating time; \(TMS\) is the time multiplier setting; \(I_f\) is the fault current through the relay; \(I_{PU}\) is the pick-up current. \(TMS\) and \(I_{PU}\) are the two most important parameters that must be set for relay coordination. For evolutionary algorithms, the relay coordination problem can be cast into the following categories of optimization problems: linear problem, non-linear problem, or mixed Integer non-linear problem.

In this paper, for simplicity, the pickup current setting is pre-determined based on the conductor rating and the fault current. Thus, the problem is treated as a linear and the time multiplier is considered to be a discrete variable.

5.2. Objective Function

Researchers have in general used the operating time of the main relays for primary zone fault as the objective function for the optimization problem. Other authors have incorporated in the objective function additional terms, besides the constraints. Different methods have been used by researchers to handle constraints as discussed in the introduction. In this paper, the objective function is chosen in such a way that the operating time of the main relays is minimized while ensuring appropriate coordination between the relays. It should also be noted that the objective function is minimized within the parameter bounds.

The following objective function is used

\[
J = \alpha_i \sum t_i .
\]  

where \(t_i\) the \(i\)-th is relay operating time for a fault close to the relay; \(\alpha_i\) is used to control the weighting of the relay operating time.

The optimization problem can be formulated as the following:

Minimize \(J\) subject to the following constraints.
0.01 \leq TMS \leq 1. \quad \text{(5)}

0.5 \leq I_{PU} \leq 2. \quad \text{(6)}

\Delta t_{mb} \geq 0. \quad \text{(7)}

where

\Delta t_{mb} = t_b - t_m - CTI. \quad \text{(8)}

where \( t_m \) and \( t_b \) are the operating times of the main and backup relays, respectively, for a fault close to the \( i \)-th relay; \( CTI \) is the coordination time interval (grading margin).

The grading margin between the main and the back-up relays is very important as it allows the main relay sufficient time to trip for a primary fault before the backup relay can trip. This is done in order to preserve selectivity and coordination between relays. The bounds on the parameters are as given in [10]. The relay coordination time takes into consideration the following factors, relay detection time, relay pickup time, and a safety margin [2]. In this paper the standard value for \( CTI = 0.3 \text{ s} \) has been used.

5.3. Constraints Handling

To handle the constraints, penalty functions are introduced [14]. A penalty function penalizes the infeasible solutions by adding a penalty factor to the objective function based on the amount of constraint violation. In using penalty functions the common method is to convert all the constraints into inequality constraints of the following form.

\[ p - \varepsilon \leq 0. \quad \text{(9)} \]

where \( p \) is the penalty function and \( \varepsilon \) is a small tolerance value.

For relay coordination, the following penalty functions are identified based on the constraints

\[ p_1 = \beta_1 \sum -\Delta t_{mb}. \quad \text{(10)} \]

\[ p_2 = \beta_2 \sum TMS -1.0. \quad \text{(11)} \]

\[ p_3 = \beta_3 \sum 0.01 - TMS. \quad \text{(12)} \]

\( \beta_1 \) is used to control the weighting of “miscoordination” penalty; \( \beta_2 \) is used to control the weighting of upper bound penalty and \( \beta_3 \) is used to control the weighting of lower bound penalty.

Therefore the following objective function Equation (13) including the penalty functions Equations (10)-(12) is used:

\[ J = \alpha_1 \sum t_i + \beta_1 \sum -\Delta t_{mb} + \beta_2 \sum TMS -1 + \beta_3 \sum 0.01 - TMS \quad \text{(13)} \]

The penalty function is added to the objective function only if there’s a constraint violation.

In this paper, to ensure that the discrete nature of \( TMS \) parameter is considered, the determined trial solutions from the algorithm are rounded off to the next upper available value before fitness evaluation [13].

6. Relay Coordination Optimization

There are in total 42 relays that must be set for the power system under study. In addition, there are 100 relay pairs that should be coordinated.

In this study, for simplicity the \( I_{PU} \) parameter is predetermined based on the following criteria [2]:

- To ensure that the overcurrent relay is sensitive, the minimum operating current is set less than the minimum end-of line phase-phase fault current.
- To ensure the stability of the overcurrent relay, the minimum operating current is also chosen to be more than the maximum load current.

To ensure optimal performance, the parameter of GA and PBIL were configured as follows:

Parameters of GA:
- Population size: 100
- Generation: 1500
- Selection: Ranking based coupled with truncation method (the best 50% of the population are used for re-
The main objective of the relay coordination is to find an optimal trade-off between speed of operation of the relays and the proper coordination of main and back up relays. This task becomes more difficult when the power system is large and more relays have to be set, especially when one relay takes part in many main and back-up relay pairs that have to be coordinated.

7. Simulation Results

Figure 2 and Figure 3 show the convergence rate of PBIL and GAs, respectively. It can be seen that the sum of
the operating time of the main overcurrent relays that is provided by GAs is smaller than that provided by PBIL. From the results, it can be seen that there are larger variations in the fitness value for PBIL algorithm when the number of generation is less than 100 as compared to GAs algorithm. This means diversity is better for PBIL than for GAs for generations less than 100. However, at the end, PBIL settles at a higher fitness value of 48.02 seconds compared to GA, which settles at the fitness value of 19.84 seconds. This means after 100 generations PBIL loses diversity and converges prematurely. Therefore, TMS parameters for overcurrent relays determined by PBIL results in longer operating time for the main and backup relays. The results of the final fitness values attained by the algorithms are compared in Table 1. From this Table, it can be seen that the relay coordination using GAs gives a total operating time of 19.83 sec. for the main relay, whereas, PBIL gives a total of operating time of 48.02 sec. The same is true for the backup relays, where GAs provide a better result. From these results, it can be concluded that GAs gives a better performance than PBIL.

To investigate the effect of the learning rate of the performance of the PBIL, the learning rate is varied from 0.01 to 1 as shown in Table 2. Table 2 also shows the average of the fitness value and the success rate for each learning rate. The success rate refers to the number of trials for which all the constraints were met over the total number of trials.

It can be seen from Table 2 that LR = 0.4 provides the best average fitness value with a success rate of 90%, the second best is LR = 0.2 followed by LR = 0.6, both with success rates of 80%. The results for learning rates LR = 0.8 and LR = 1.0 yield relatively higher average fitness values compared to the learning rates LR = 0.2, 0.4, and 0.6. The worst average fitness value is provided by LR = 0.01 with 0% success rate, followed by LR = 0.05 with a success rate of 60%. The poor performances of LR = 0.01 and LR = 0.05 can be explained by the fact that at lower learning rates there is less exploitation of the best solution and therefore the algorithm tends to require more time to converge. At higher learning rates (i.e., LR = 0.8 and LR = 1), there is less exploration of the search space and therefore the algorithm tends to converge prematurely. Although for LR = 0.1, the average fitness value is slightly higher than those of LR = 0.2 - 0.8, it is the only learning rate that has a 100% success rate. This means this learning rate is more stable. The simulation results show that the learning rate has an impact on the performance of the PBIL. Therefore, a trade-off between exploration and exploitation is required for a good performance of PBIL.

<table>
<thead>
<tr>
<th>Table 1. Average fitness values for GA and PBIL.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitness value(s)</td>
</tr>
<tr>
<td>Main operating time(s)</td>
</tr>
<tr>
<td>Backup operating time(s)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Average fitness for PBIL with varying learning rate.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>0.01</td>
</tr>
<tr>
<td>0.05</td>
</tr>
<tr>
<td>0.1</td>
</tr>
<tr>
<td>0.2</td>
</tr>
<tr>
<td>0.4</td>
</tr>
<tr>
<td>0.6</td>
</tr>
<tr>
<td>0.8</td>
</tr>
<tr>
<td>1.0</td>
</tr>
</tbody>
</table>
8. Conclusions

The application of an improved GAs algorithm for the optimal directional overcurrent relay coordination has been investigated. Results show that although PBIL has the ability to solve the relay coordination problem, the improved performance GAs proposed in this paper performs better than PBIL. To assess the extent to which the learning rate has impact on PBIL, further investigations have been done with varying learning rates. The simulation results show that the learning rate has some effect on the performance of the PBIL. At lower learning rates the algorithm explore the search space for a very long time and does not converge for a number of generations tested in the research. At high learning rates, the algorithm loses the ability to explore the search space effectively and may converge prematurely to non optimal values.

More investigation into the application of PBIL for optimal directional overcurrent relay coordination needs to be done. This research studied only the effects of learning rate on the performance of the PBIL algorithm. Further research into the effects of other parameters such as population size, mutation scheme and the manner in which the probability vector is updated can be done to improve the performance of PBIL. Another area of further investigation is to consider the effects of formulating the relay coordination problem as non-linear problem where both the pickup current and time multiplier settings are determined by the algorithm.
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