Reliability and Precision Are Optimal for Non-Uniform Distributions of Presynaptic Release Probability
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Abstract

Most conceptual and computational models assume that synaptic transmission is reliable, a simplification rarely substantiated by data. The functional consequences of the recruitment of high and low initial release probability synapses on the reliability and precision of their postsynaptic targets are studied in a multi-compartmental model of a hippocampal CA1 pyramidal cell. We show that changes in the firing rate of CA3 afferent inputs (rate remapping) are not reflected in the firing rate of the CA1 cell but in the reliability and precise timing of some of its action potentials, suggesting that a signature of remapping may be found in the precise spike timing of CA1. Our results suggest that about half of the action potentials produced by a CA1 cell can potentially carry reliable information in their precise timing with about 25 ms precision, a time scale on the order of the gamma cycle. We show further that reliable events were primarily elicited by CA3 synapses in a state of low probability of release. Overall, our results suggest that the non-uniform distribution of initial release probabilities observed experimentally achieves an optimum yielding simultaneously high precision and high reliability, and allows large populations of CA3 synapses to contribute to the production of reliable CA1 spiking events.
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1. Introduction

In vivo, hippocampal and cortical cells receive a large amount of background subthreshold synaptic inputs in
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addition to information rich inputs to which they respond by emitting action potentials. CA1 pyramidal cells are well known to contribute to a precise code for spatial location. Several lines of experimental evidence suggest that the precise generation of action potentials in the hippocampal region CA1 may have functional significance. Studies in vitro suggest that the precise timing (10 - 20 ms) of pre and post synaptic activation may result in long-term increases or decreases in synaptic strength [1] [2]. Precise and reliable firing can be achieved in vitro by current injection at the soma [3] and is highly dependent on the frequency content of the stimulus [4]. There is evidence in vivo that information about the position of an animal within a CA1 place field might be carried by the precise timing of action potential generation with respect to theta oscillations, a phenomenon termed phase precession [5]. For a CA3 or CA1 place cell to phase-precess, the firing displacement from cycle to cycle should be tightly controlled within temporal windows on the order of 10 - 20 ms. Finally, it has been shown that pyramidal cells in hippocampus or cortex can precisely fire relative to each other during periods of reactivation in sleep or quiet wakefulness [6]-[8], again on time scales of a few tens of milliseconds.

Several theories have been proposed to explain how reliability and precision emerge from presynaptic correlations or strong synapses [9] [10]. Only a few of these theories take into account the stochastic and highly dynamical nature of the synaptic probability of release and its heterogeneity among synapses impinging upon the same cell [11] [12]. How this probability of release and its short term dynamics allow for the reliable and precise generation of action potentials in the face of large amounts of background noise is still poorly understood. One possibility is that reliable firing events occur if the average probability of release of background information-poor and signal information-rich synapses is different.

To study the conditions in which stochastic synaptic transmission allows for the generation of reliable and precise spikes trains, we use the well-studied CA3-CA1 pathway where the biophysical details of synaptic transmission, synaptic integration and action potential generation are well understood and quantified. In this system, CA3 Schaffer collateral synapses (CA3 to CA1 axons in the stratum radiatum) have an average release probability on the order of 25% [13] [14] and exhibit a non-uniform distribution of initial probability of release, with some synapses significantly more reliable than others [13]-[16]. We built a multi-compartmental biophysical model of a reconstructed CA1 pyramidal cell contacted by CA3 AMPA/NMDA stochastic synapses that included facilitation and depression. We investigated the functional consequences of the recruitment of high and low initial release probability CA3 synapses on the reliability and precision of CA1 pyramidal cells.

2. Materials and Methods

All simulations were performed using the NEURON simulator [17] with a time step of 0.1 ms. Data analyses were conducted in Matlab using custom written software.

2.1. Cell Morphology

To illustrate the consequence of recruiting high or low probability synapses on the output of a cell, we use a simplified single compartment model (Figure 1). This “ball neuron” contains all the currents of the multi-compartment cell, tuned so that input resistance and membrane potential are within 5% of that of the multi-compartment cell. We then used a reconstructed multi-compartmental CA1 cell from the Duke/Southampton cell archive (cell n180). This cell was chosen to represent the typical cell population available in terms of surface area and branching structure (cells n400 and n123 were also studied, but are not discussed here for simplicity). The cell membrane area was 74,686 μm², and contained about 600 compartments (Figure 2(b)). The cell surface was corrected to account for spines [18]. Further details are given in Supporting Information.

2.2. Cell Physiology

The dendritic compartments were devoid of active currents, except for their aggregate influence on the membrane potential near rest (sigmoid leak conductance). This modeling choice was motivated by the desire to stay simple and independent from particular assumptions on the nature and densities of the many currents known to be present in dendrites [19], and by the finding that in spite of all these currents, the synaptic summation in CA1 dendritic trees was essentially linear [20]. Also, most of the simulations were performed with small numbers of synapses, under conditions where spontaneous background synaptic activity was minimal. In these conditions, the dendritic membrane potential was presumably undergoing small fluctuations near rest, and hence
Figure 1. Response (50 trials) of a simplified model neuron to a signal embedded in background noise. The signal is carried by 30/500 AMPA/NMDA synapses (inset). The initial probability of release ($p_0$) of all Background or all Signal inputs are set at two levels (Low: $p_0 = 0.28$, High: $p_0 = 0.65$) and the four combinations of Background/Signal probability of release are shown in the four panels and graphically depicted under each rastergram. (a) Background-High, Signal-Low; (b) Background-High, Signal-High; (c) Background-Low, Signal-Low; (d) Background-Low, Signal-High. In all panels the signal-to-noise (SNR) ratio is indicated and the gray areas mark the time interval when the response of the cell is expected and where the SNR is computed.

was unlikely to trigger significant active voltage-dependent excursions beyond those captured by the non-uniform leak conductance. Further work would be needed to assess the role of specific dendritic current combinations [21]. Quantitative details on the cell physiology parameters are given in Supporting Information.

As will be described below, the model of the synapse was tuned on the basis of in vitro experimental work. Our simulations, however, aim at explaining in vivo phenomena. We assume that synaptic releases dynamics are similar in vivo and in vitro, but we adjust the intrinsic parameters of the CA1 cells to what is known from in vivo experiments. Details on these adjustments are given in Supporting Information.

### 2.3. Synaptic Physiology

#### 2.3.1. Time Scale Limitations

In CA1, excitatory synapses exhibit short term facilitation and depression that are mainly the result of short term changes in the probability of release. These changes can occur at time scales in the range of 8 - 25 ms [15] [22]. At these time scales the effects of facilitation and depression are highly variable at individual synapses and
clear understanding of the underlying mechanism is yet to be achieved. At time scales larger than 40 ms, consistent data on facilitation and depression can be found in the hippocampus [13] [23]. Synaptic dynamics also change on the time scales of seconds to minutes. Post-tetanic potentiation, augmentation and other long term effects (LTP and LTD) have been extensively studied, and may be of importance for long lasting phenomena such as those implicated in learning, or for conditions where long presynaptic spike trains are evoked. Because we focus on neural activity that last at most 2 or 3 seconds and involve short spike trains (2 - 20 spikes, traversal of a place field), we restrict our model to synaptic dynamics that have time constants in the 40 ms - 2 sec time range. Note also that in choosing specific sets of in vitro experimental data to tune our model, care was taken to only use experimental conditions that are compatible, especially when pertaining to extracellular concentrations of calcium and magnesium.

2.3.2. Modeling Assumptions and Choices
The dynamic stochastic synapse we used was based on previous experiments using minimal stimulation and inspired by other theoretical formulations [24] [25]. The model assumes that at most one vesicle is released per presynaptic action potential [26] [27], and that if one afferent axon makes multiple synapses on the same post-synaptic target, these synapses are independent.

As for all models, a balance needs to be stricken between complexity (biophysical realism) and explanatory power. In designing the model, we opted for a formulation in which facilitation and depression are two independent entities, each with their own time constant and magnitude (4 parameters), that can be fully constrained by physiological data. Furthermore, because experimental evidence suggested that the heterogeneity of synaptic dynamics in CA1 glutamatergic synapses was related to initial release probability, we made this probability an
explicit variable [28]. We did not explicitly model synaptic calcium dynamics, which is an important factor underlying these two forms of short term plasticity [29]-[31] partly because our emphasis is on single synapse stochasticity and because data on calcium dynamics are mainly applicable to phenomenological (average) models. However, we show below that after proper parameter adjustment, this model gave good fits to data that were not used to tune it.

Most of the experimental data gathered on synaptic transmission in vitro was obtained at room temperature (e.g. [13] [15] [32]). Accordingly, we built, tuned and validated our model of synaptic transmission using data-sets obtained at room temperature from different laboratories. We note that some differences in tuning may result if the temperature is raised to physiological levels [33]. We did not find sufficient published data obtained at physiological temperatures to simultaneously tune and validate our model, especially using the minimal stimulation technique. We however compensated for the temperature discrepancy by adjusting the physiological characteristics of CA1 firing to mimic that obtained in vivo in the anesthetized animal (see “cell physiology” above).

Finally, because we intend to make quantitative predictions about the relationship between the stochasticity of Schaffer collateral synapses and the firing of CA1 pyramidal cells, we use different datasets from different laboratories to separately adjust and validate the model parameters. Validation is taken here to mean the generation of predictions that have been confirmed experimentally in studies and protocols that have not been used to adjust the model.

2.4. Model of Stochastic Release

The probability of release of a single synapse was given by the equation

\[ P_r(t) = 1 - e^{-F(t)/D(t)} \]  

where \( F \) and \( D \) are time-dependent variables representing facilitation and depression, respectively. At each excitatory synapse, when a presynaptic spike is received at time \( t \), a random number from a uniform distribution is drawn and the probability of release, \( P_r(t) \), is calculated based on the current release history \( S \) (the subset of presynaptic spike times at which the synapse has indeed released). If the random number is larger than \( P_r(t) \), a postsynaptic potential is generated, and \( S \) is updated. Note that it is not necessary to update \( P_r(t) \) for each synapse at every simulation time increment but only when a presynaptic spike occurs at that synapse.

Each individual synapse had five parameters: The unitary conductance, the initial amount of facilitation and depression (\( F_0 \) and \( D_0 \) respectively), the amount of facilitation produced by a single presynaptic action potential (\( F_{mag} \)), and the amount of depression resulting from a single release (\( D_{mag} \)). Details on the explicit formulations for \( F(t) \) and \( D(t) \), and on the tuning of their parameters are given in Supporting Information.

2.5. Distribution of Initial Release Probabilities

The initial release probability \( p_0 \) is not uniform across hippocampal synapses in the same CA1 pyramidal cell (Figure 2(b) shows the cell used in this study), as well as on average across many such cells [22] [34]-[36]. The distribution is well described by a gamma function of the form:

\[ N(p_0) = p_0^2 e^{-\lambda p_0} \]  

where \( N(p_0) \) is the number of synapses with initial probability \( p_0 \), and \( \lambda \) (here \( \lambda = 10.7 \)) is a constant such that the average probability across all synapses of this distribution is about 0.28 [35]. With \( D_0 = 1 \) by convention, \( F_0 = -\log(1 - p_0) \) and the distribution of \( F_0 \) is completely defined by the distribution of initial release probabilities \( p_0 \).

Figure 2(a) shows the distribution of initial release probabilities resulting from the random draw of 5000 \( F_0 \) values constrained by \( p_0 \) as described above, together with the fit given by experimental data [35].

2.6. Postsynaptic Synaptic Currents

Excitation: The dynamics of the postsynaptic AMPA current was obtained upon release using a two state kinetic scheme, NMDA channels were similarly modeled with 5 states, including desensitization and re-sensitization [37].
Inhibition: The simulations conducted here used real CA3 spike trains recorded in vivo while animals traversed a place field. Inhibitory cells in the cell body layer typically do not show place specificity [38], and in the time course of the traversal can be considered tonically active. Due to the complexity of the inhibitory cell population and the lack of detailed data on GABAergic synaptic transmission (e.g. depression, facilitation), we opted for a simplified implementation of feed forward inhibition. Inhibition was represented by an Ornstein-Uhlenbeck process inserted in all compartments of the soma, as in previous work [39] [40].

Details on the tuning of the synaptic conductances and their validation are given in Supporting Information.

2.7. Input Spike Trains

In order to provide our model with realistic inputs, we use data provided by S. Leutgeb and published elsewhere [41]. The inputs spike trains to our model CA1 cells were taken from a population of 37 CA3 pyramidal cells recorded simultaneously in four 10 minutes sessions, as the animal was exploring a rectangular box [41]. In most simulations we chose random sets of 500 of these real spike trains to simulate a realistic CA1 input. Details on the input spike trains, and justification for this number of spike trains are given in Supporting Information.

2.8. Reliability and Precision

In order to assess the extent to which the response of a CA1 cell is reliable, we repeat all simulations 40 times, with the same presynaptic CA3 spike trains, but with different seeds for the stochasticity of the synapses. It is unlikely that, in vivo, the exact same presynaptic pattern of activation reoccurs, so these simulations are not meant to represent a realistic case. The goal of these repeated stimulations is to identify which spikes (if any) of the CA1 cell are potentially specific to the presynaptic pattern of activation, and therefore potential carrier of information about the input. These CA1 spikes would be re-emitted more often than chance during the 40 presentations. Other spikes would not. These reliable patterns of spiking are visually detectable as alignments in the rastergram of the CA1 response across the 40 trials (“Events”, Figure 3 arrows). To quantify their occurrence we use the “direct method” for the computation of reliability and precision [10]. Details on these computations are given in Supporting Information.

3. Results

To investigate how the short term dynamics of the probability of release allow for the reliable and precise generation of action potentials, we first used the simplified biophysical ball neuron (Figure 1, center inset, see methods for details). The simulations show that the worst Signal-to-Noise Ratio (SNR) is achieved when background synapses have high release probability and signal synapses have low release probability (Panel A, BkgHigh/SigLow, SNR
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**Figure 3.** Reliability and precision for three different distributions of initial probability of release. (a) GP is the Gamma distribution obtained experimentally (Figure 1(b)), LP is a Gaussian distribution of the same mean as GP but not including high probability synapses (tail of GP), HP is a Gaussian distribution of mean 0.65 which does not include low probability synapses; (b) Reliability; (c) Precision. All simulations results were obtained with 500 synapses. Each bar is obtained on the basis of 15 different presynaptic spike patterns obtained from the CA3 data (see methods and supplemental information), repeated 40 times. \*p < 0.05, \**p < 0.01 (student t-tests).
= 0.03). Note the emergence of spurious reliable events as alignments across multiple trials (arrows). These events are due to the random occurrence of nearly synchronous spike times in several background synapses (the synapses responsible for the different events are not necessarily identical). If the probability of signal synapses is raised to the same level as that of the background, the cell emits a reliable event at the appropriate time (Figure 1(b), gray box), but several others at unwanted times, yielding a low SNR (Panel B, BkgHigh/SigLow, SNR = 0.13). If both background and signal synapses are low, very few spikes are emitted, the cell is unresponsive except on a very few trials and the SNR is again low (Panel C, BkgLow/SigLow, SNR = 0.26). The best SNR is obtained when the background probability of release is low and the signal probability of release is high (Panel D, BkgLow/SigHigh, SNR = 0.61). These results suggest that for precisely and reliably timed events to be produced in a population of synapses of identical potency (same somatic EPSC size), the information has to be selectively routed on synapses with high release probability. This result is puzzling on three accounts: First it is difficult to imagine how such a specific synapse selection might occur dynamically, accounting for dendritic filtering and for the highly variable process of information transmission. Second, the population of high probability synapses, at least in the hippocampus CA3-CA1 pathway, is very small, severely limiting the amount of “signal” channels available (Figure 2(a)). Third, the synaptic probability of release is a highly dynamical variable that changes on the times scale of milliseconds as synapses undergo depression and facilitation, so that signal transmission should be appropriately timed to reach the synapse when its probability of release is high.

3.1. Spike Rate vs. Spike Timing

The CA3-CA1 pathway was used to study the conditions in which stochastic synaptic transmission allow for the generation of reliable and precise spikes trains. We assessed the response of a reconstructed CA1 cell to inputs representing the traversal of a place field. To ensure that the pattern of presynaptic inputs was as close as possible to in vivo data, the inputs spike trains to the model cell were taken from a population of 37 CA3 pyramidal cells recorded simultaneously in four 10 minutes sessions, as a rodent explored a rectangular box [41]. For each cell, place fields were characterized using video tracking data (single place fields, all data kindly provided by Dr. S. Leutgeb). Each traversal of each place field of each cell was isolated, and the corresponding spike trains were collected (992 spike trains, mean in field discharge was 4.7 Hz range 0.1 - 20 Hz, see supplemental material).

Figure 2(c) shows the firing rate variability of the CA1 cell across 10 different sets of presynaptic CA3 spike trains. Each spike train was randomly assigned to one of 500 synapses distributed randomly in the compartments of the CA1 cell within the stratum radiatum area. Forty trials per presynaptic spike time set were simulated (error bars). The 10 redistributions of presynaptic spike trains simulated 10 different rate remappings in CA3 [42]. No significant difference in CA1 firing rate were detected across any of the conditions (paired t-tests p > 0.1), suggesting that CA3 rate remapping cannot yield CA1 rate remapping through the type of stochastic synapses used here, consistent with experimental data [43]. We further used these 40 trials to assess the extent to which timing information may be present as “events” across trials. If indeed a subset of CA1 action potentials are a consequence of some specific aspects of the CA3 presynaptic inputs (e.g. synapse locations, pattern of presynaptic spike times, synapse initial release probability), then some of the CA1 spikes should occur reliably across multiple trials ran with identical CA3 presynaptic input patterns. Panel 2D shows the rastergrams resulting from two of the remappings shown in Panel A (1 and 2). It is clear from these simulations that, even though the CA1 cell firing rates are not different across the 40 trials, timing information is present (arrows), and some reliable spike times emerge, as with our simple model (Figure 1(a), Figure 1(b), Figure 1(d)). Some reliable spike times are common to the two rate remappings (dark arrows, Panel 2D), others are specific to the pattern of CA3 presynaptic times being used (open arrows, Panel 2D). This result suggests and predicts that while rate remapping in CA3 may not be reflected in the firing rate of a specific CA1 cell, some signature of the remapping may be found in its precise spike timing.

Since the nature of the “signal” and “background” is unknown, we used measures of reliability and precision to quantify the emergence patterns of spike times rather than SNR ([10] and see methods). Reliability measures the consistency of firing at specific times from trial to trial (0 < R < 1, 1 very reliable) and precision is inversely proportional to the average jitter of firing around reliable spike times (expressed in Hz, high frequency is high precision). The rastergrams in Figure 2(d) had a reliability and precision of 0.33 and 57 Hz (1, top) and 0.43 and 41.5 Hz (2, bottom) respectively. The mean reliability and precision for all the remapping simulations in Figure 2(c) were 0.47 ± 0.1 and 40 ± 15 Hz respectively. Almost half (47%) of all spikes belonged to events
(alignments across trials, as in arrows in Figure 2(d)) and the average temporal jitter of these alignment was 25 ms. These results suggest that about half of the spikes produced by the modeled CA1 can potentially carry reliable information in their precise timing within 25 ms precision, a time scale on the order of the gamma cycle.

3.2. Contribution of High and Low Probability Synapses to Precision and Reliability

In this model, the variability of the CA1 response is due to the stochasticity of the synapses. Unlike most models, and compatible with experimental data, synapses here have different initial release probabilities distributed along a tailed gamma-like distribution function (Figure 2(a)). In this distribution, most synapses have a low probability of release (around 0.28), and a few synapses have a high release probability (above 0.5). In order to assess the extent to which reliability and precision depend on initial release probability, we repeated the simulations above using a Gaussian distribution of low initial probabilities (0.28, Figure 3(a), dotted line, LP) which did not include any high probability synapse, a gamma distribution as observed experimentally (Figure 3(a), continuous line, GP) and a Gaussian distribution with higher mean (0.65, Figure 3(a), dashed line, HP), which did not include low probability synapses. The conductances of all synapses were equal and adjusted so that the average firing rate of the CA1 cell was identical in the three conditions (about 3.5 Hz, as in the data, see supplemental methods). Perhaps counter-intuitively, the reliability of the CA1 response was lowest in the case of the Gaussian with high mean initial release probability (white bars HP), and highest in the case of the Gaussian distribution with the lowest initial release probabilities (LP) (Figure 3(b)). This result may stem from the fact that high probability synapses make the CA1 cell more sensitive to non-synchronous presynaptic inputs. Such spikes occur outside events, and hence decrease the reliability. On the other hand, low probability synapses only allow the CA1 cell to fire when it receives a sufficiently synchronous presynaptic input volley. The results presented here suggest that if a neural code uses synchrony as a way of conveying information, too many high probability synapse would make the CA1 cell sensitive to noise (i.e. non synchronous inputs), while low probability synapses would make the cell sensitive to the “signal” (i.e. synchronous inputs). Figure 3(c) also shows the precision for these three release probability distributions. Precision is highest for the HP distribution, and lowest for the LP distribution. The Gamma distribution (GP) therefore achieves a compromise between high and low values for both precision and reliability. This result is compatible with the results shown in the simple model (Figure 1(d), BkgLow/SigHigh) in which the SNR is the highest, and in which the distribution of presynaptic release probability is double peaked with the majority of synapses having low probability, and a few having high probability. In the CA1 simulation however, synaptic dynamics are such that the release probability of a synapse at the time of an event is not necessarily high, as in Figure 1(d).

In order to determine which synapses are responsible for events, we plotted the presynaptic CA3 spike trains around a representative CA1 event (Figure 4). This plot allows for the global visualization of when CA3 spikes were received at which synapses, just before the CA1 cell fired reliably (firing of CA1 is not shown for clarity, the time of reliable firing is indicated by the vertical red line). Figure 4(a) shows the CA3 spike trains for all 500 synapses, 100 ms around the time of occurrence of a CA1 event (vertical red line). In this plot, the initial probability of release is pulled from a Gaussian distribution of mean 0.28 (LP, black bars in 3B, C). The inset shows the distribution of initial probabilities. The synapses are sorted in increasing order of release probability at the time of the event, so that synapse #0 had the lowest release probability at the time marked by the vertical red line (here, p = 0.02), and synapse #500 had the highest probability of release (here, p = 0.77). This graph demonstrates that two distinct populations of synapses were involved in the triggering of this event: a small group of synapses in a state of low release probability (100 synapses, between indices 0 and 100, bottom grey box), and a group of synapses in a state of high probability (50 synapses between indices 450 and 500, top grey box). The other 350 synapses did not receive a significant number of presynaptic spikes and therefore did not contribute to the spiking at that specific event. This distribution of probability is similar to that of Figure 1(d) (BkgLow/SigHigh), even though all synapses started with low initial release probabilities (0.28, as in 1C, BkgLow/SigLow). This result shows that the synaptic population self-organizes into an optimal (i.e. highest SNR) distribution of release probability and dynamically transitions from a BkgLow/SigLow type composition to a BkgLow/SigHigh composition prior to a reliable event. Only a small fraction of synapses (150/500) actually contribute to each reliable event.

Figure 4(b) shows the presynaptic spike trains responsible for an event, when the initial probabilities of release were obtained from a Gaussian distribution of mean 0.65 (HP, white bars in Figure 3(b), Figure 3(c)). In
Figure 4. Presynaptic CA3 firing patterns before a representative CA1 event in the cases of synapses with initial probability of releases that are distributed as a Gaussian around 0.28 (a) and Gaussian around 0.65 (b). Synapses are ordered according to their instantaneous probability of release at the time of the event (red vertical line). Index 0 corresponds to the lowest probability. Insets are as in Figure 3(a). Grey boxes highlight the synapses and presynaptic spikes contributing to the event.

In this case, the population of synapses that was responsible for this CA1 event is single-peaked and includes synapses in a state of low probability of release at the time of the reliable event (150 synapses, numbered between 0 to about 150, grey box), even though all synapses had initially a strong release probability (as in Figure 1(b), BkgHigh/SigHigh). At the time of the event, however, all synapses were strongly depressed. This result is analogous to that of Figure 1(c)—BkgLow/SigLow, in that if an event occurs, its reliability is low but it is precise (Figure 3(b), Figure 3(c), HP). These results show that the population of synapses dynamically transitions from
a population of type BkgHigh/SigLow (Figure 1(b)) to that of type BkgLow/SigLow (Figure 1(c)) just before an event. Again, only a small fraction of synapses (150/500) contribute to the event. Interestingly, the transition does not evolve further to type BkgLow/SigHigh (Figure 1(d)) as would be expected from the results of Figure 4(a), keeping the events precise but low reliability.

To quantify these observations, we collected simulation results across events, and across different presynaptic distributions (i.e., 10 rate remappings). In these simulations the membrane time constant of the CA1 cell was 24 ms, and the lowest event precision was about 40 Hz (i.e. jitter of 25 ms). This suggests that CA1 spiking is likely due to presynaptic CA3 inputs arriving less than 50 ms before a CA1 spike. We plotted the average number of spikes occurring 50 ms before an event at each of the 500 synapses for the low probability distribution (LP; 47 events, Figure 5(a)). The average number of spikes received at a synapse within these 50 ms represents a measure of the contribution of a particular synapse to an event. The plot shows two peaks at synapses with low (\(P_r \approx 0\), inset) and high (\(P_r \approx 0.4\), inset) release probabilities at the time of the event. The inset shows that the overall distribution of release probability of all synapses at the time of the events was Gaussian-like, centered on low release probabilities (0.15). This suggests that at the time of events all synapses were strongly depressed. Figure 5(b) shows that a high initial release probability distribution HP (51 events) leads to a smoothly decaying distribution of presynaptic spikes where synapses with low release probabilities received more presynaptic spikes than synapses with higher release probability. The inset shows that the distribution of release probabilities at the time of events was approximately uniform, but limited to low releases (\(P_r \approx <0.4\)). Although all synapses had high initial release probabilities (HP is centered at 0.65), almost all synapses were depressed and contributed equally to the events. This group data confirms the conclusions reached on the basis of the representative example shown in Figure 4 and further indicates that unlike in Figure 1, reliable events were primarily elicited by synapses in a state of low probability of release.

The Gamma distribution of initial release probabilities observed experimentally allows for a tradeoff between high reliability and high precision (Figure 3(b), Figure 3(c), gray bars, GP), recruiting BkgLow/SigHigh probability synapses (Figure 1(d)) which would be optimal if the events were only triggered by high probability synapses. However, the analysis of the synapses contributing to an event (Figure 5(c)) performed here reveals a more homogeneous recruitment. The synapses responsible for events are in various states of release probability, with a bias for lower probabilities. Figure 5(d) shows the distribution across 10 CA3 rate remappings. The distribution is significantly more uniform than in panels A and B, with a slight bias for probabilities in the lowest 20% range (\(P_r \approx 0.15\)). This distribution contains an approximately equal number of spikes received by synapses with release probabilities between 0.15 and 0.95 at the time of the events. The inset shows that the overall distributions of probabilities at the time of the events was gamma-like (peak \(P_r = 0.12\)) with a few synapses with strong release probability (\(P_r > 0.5\)).

These results show that both low and high initial release probability synapses are required for the generation of events that are both reliable and precise. If high probability synapses are eliminated (LP), precision decreases and reliability increases. Events occur in response to the recruitment of depressed synapses with release probabilities on either flank of a Gaussian distribution. If low probability synapses are eliminated, reliability decreases (HP), but precision increases. Events occur in response to the recruitment of synapses in various states of low probability of release. The gamma-shaped distribution of initial probability of release (GP) realizes a tradeoff between reliability and precision. In that case, events occur in response to the uniform recruitment of most synapses.

4. Discussion

Overall, the results shown here suggest that the variability of CA1 cell responses observed in vivo during place field traversals [44] is at least in part due to the stochasticity and short term dynamics of Schaffer collateral synapses. In general, short term synaptic dynamics and spike-history dependence may have functional consequences. They can act as frequency filters [12], presynaptic spike patterns detectors [45] controllers of the input-output gain of individual cells [46] [47], sources of bistability [48], and in general, increase the computational power of neural networks [24] [25] [49]. Previous work has shown that an increase in the amount of information transmitted is possible through the elimination of presynaptic spike train redundancies, using depressing synapses [50] [51]. These studies, and most conceptual and computational models, assume that the stochasticity of CA3 to CA1 synapses is uniform. Our results suggest that these models may need to be re-evaluated in the light of the heterogeneity of synaptic transmission.
Before place field traversal, CA3 cells are essentially silent, therefore, when entering the place field, the CA3-CA1 synapses will release according to their initial release probability. Since different synapses have different initial probabilities of release [22] [34]-[36], their patterns of release, and therefore their contribution to postsynaptic firing, are likely to be significantly different during the course of place field traversal. Our model predicts that the gamma-like shape of the initial release probability distribution achieved an optimum such that, in principle, all synapses could contribute to the reliable spiking of the CA1 cell. Gaussian distributions resulted in a de facto selection of sub populations of synapses, leaving a significant portion of synapses unlikely to contribute to reliable CA1 firing. Our results demonstrate therefore that the gamma-shaped distribution of initial release
probability “normalizes” the inputs to CA1 so that all synapses can contribute to CA1 firing, an assumption commonly made, but never documented, in most conceptual and computational models of the CA3-CA1 pathway.

It has been suggested that some of the memory acquisition and consolidation mechanisms could be partly understood through the study of rate and global remapping [42]. Our model makes two additional sets of predictions. During this type of remapping, at least two presynaptic features can affect the firing rate of a CA1 cell during place field traversal: the number of synapses recruited and the mean firing rate of the presynaptic cells. We showed that a differential of 75 - 125 CA3 synapses or a change by at least 1.3 Hz in CA3 firing rates were necessary for the model CA1 cell to generate significantly different firing rates (Supplemental material). Our results also show that if CA3 alone was involved in eliciting CA1 action potentials, the number of CA3 cells involved in the traversal of one CA1 place field would be about 500 ± 200. In the case of rate remapping, a redistribution of CA3 presynaptic spike trains with little change in mean firing rate (i.e. less than 1.3 Hz) did not result in changes in CA1 firing rate (Supplemental material). Altogether, these results suggest the existence of global and rate remapping “thresholds” below which the hippocampal spatial code of the animal remains relatively stable. We furthermore demonstrate that, below these thresholds, information about the remapping can potentially be carried by the precise timing of a subset of CA1 spikes (“events” in our terminology, Figure 2). Further experiments could test this prediction by controlling the trajectory of the animal before and after rate remapping.
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