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ABSTRACT

Optical microscopy is commonly used for cancer cell detection. Focusing on carcinoma cell identification via optical microscopy, a proof-of-concept study was performed at Laboratory of Design, Optimization and Modeling (LCOMS) to determine the grade of cancer cells. This paper focuses on three types of abnormal cells: namely, Benign Hyperplasia (BH), Intraepithelial Neoplasia (IN), which is a precursor state for cancer, and Carcinoma (Ca), which corresponds to abnormal tissue proliferation cancer. These types of cells were used to assess the efficiency of using shape features to identify carcinoma cells. A comparative study based on performance indicator concludes that three features, Area, Xor-Convex, and Solidity, were found to be effective in identifying the Carcinoma grade of cancer cells.
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1. INTRODUCTION

Cancer, unfortunately, is one of the most common diseases affecting people. It is characterized by abnormal and uncontrolled cell proliferation. Early cancer detection is of paramount interest for timely and effective diagnosis and treatment [1]. Colon cancer cells are well studied and presented since many macroscopic and microscopic techniques can be used to detect colon cancer. The current repertoire of tools, including medical imaging techniques [2], such as MRI, CT scan, PET, SPECT and Microscopy, are considered effective at detecting [3], localizing and estimating the volume of certain cancers. Nevertheless, these tools are not capable of detecting early cancer on the cellular level. However, microscopic observations of biopsies of the colon display an ability to detect irregular cells or non-natural contrasts. With this, many recent works focus on developing automatic reading procedures for such biopsies [4-6]. Automatic reading fosters faster and precise readings of microscopic biopsies and segmenting cells in order to classify them as cancerous or non-cancerous cells [7,8]. Automatic reading of microscopic images includes several consecutive steps: The system must segment the image by detecting and extracting cells from their surrounding medium using morphological image processing. This step requires the careful selection of the appropriate segmentation technique in order to process high resolution gray scale and multispectral microscopic images. Following the detection of cells within an image, the system must extract some characteristic parameters in order to distinguish the three abnormal cell types [9,10]. To better our learning and classification, we employed the nearest neighbor classifier [11,12]. We used a texture of multispectral images of cancer cells taken from the Anapat service of the CHU hospital, Nancy-Brabois, France. Analysis of the textures and structures present in the multispectral bio-images diagnoses different grades of cancer malignancy. Our project operates on the interface between optical microscopy and the control center “computer”, which takes the data from optical microscopy including the Charge Coupled Device (CCD) Camera and the Liquid Crystal Tunable Filter (LCTF) and uses it to get a multispectral image. Figure 1 presents the optical microscopy acquisition system for cell detection and carcinoma cell identification. The goal of this paper presents proper carcinoma cell identification and clear distinguishing of these cells from other grades of cancer cells. The three types of cancer cells considered in this study are shown in Figure 2.
Finally, conclusion is provided in Section 4.

2. MATERIALS AND METHODS

There are many applications utilizing optical microscopy including colon and prostate cancer cell detection. These applications require high quality data for accurate cancer cell interpretation and analysis. This paper uses images provided by optical microscopy to identify pre-diagnoses carcinoma cells using shape features in order to distinguish between the different grades of cancer cells. Before discussing our shape features, we must employ an adaptive dynamic segmentation method to our image. We used the “Snake” method, which consists of an active contour; that is to say we utilized a dynamic curve that, through an iterative process, processes toward and thereby detects the contour of an object observed in a certain image. The model we developed is able to detect the contour of an image without calculating its gradient [13,14]. Each curve developed carries with it an energy function described by:

\[ F_{\text{snake}} = F_{\text{internal}} + F_{\text{external}} \]  

where \( F_{\text{snake}} \) is the contour detection, \( F_{\text{internal}} \) is an energy that depends on the physical properties of the contour and \( F_{\text{external}} \) is an energy that depends on the properties of the image [15]. The corresponding algorithm tries to find a combination between different image points to minimize the energy function \( F_{\text{snake}} \) and thus detect the contour. The energy \( F_{\text{snake}} \) can be re-expressed in the following equation:

\[
\begin{align*}
F_{\text{snake}} &= F_{\text{internal}} + F_{\text{external}} \\
F_{\text{internal}} &= \sum_{\text{internal}(C)} \left| U_0(x, y) - c_1 \right|^2 \\
F_{\text{external}} &= \sum_{\text{external}(C)} \left| U_0(x, y) - c_2 \right|^2
\end{align*}
\]

where \( U_0(x, y) \) is the pixel on the image having a 2D \( x \) and \( y \) position, \( c_1 \) and \( c_2 \) are the average intensities in the regions respectively inside and outside of the real contour \( C_0 \). We are able to further enhance the real contour...
detection via a regularization term that leads to the final equation of Snake $F_{snake}$:

$$F_{snake} = \begin{cases} 
\mu \cdot \text{length}(C) \\
+ \sum_{\text{internal}(C)} |U_0(x,y) - c_1|^2 \\
+ \sum_{\text{external}(C)} |U_0(x,y) - c_2|^2 
\end{cases}$$

(3)

where $\mu \geq 0$ is a constant parameter and $C$ is the contour. Consequently, the detection of contours is minimized to $F_{snake}$, and is expressed according to

$$\inf_{c_1,c_2,C} (c_1,c_2,C)$$

(4)

We scale all images such that intensity values range from “0” representing the darkest gray level and “255” representing the brightest gray level in the image. The enhancement step is automatically applied via LCTF which allows adjustment to the lightness/darkness level of gray scale. The goal of the segmentation step is ultimately to provide accurate determination of cancer cells and in particular carcinoma which is represented by complex shape.

2.1. Shape Features Extracted from Segmented Cells

Nine shape features were used to classify segmented cells based on texture analysis as used in previous work [7]. These parameters include the area and perimeter of the cell, XOR cell-circle, XOR cell-convex, XOR cell-rectangle, standard deviation of the positions of the contour points, deviation sum, eccentricity, and solidity of the detected cell. XOR cell-circle operator is applied between the cell and a circle having the same area and center of mass as the cell. Figure 3 shows the three steps required to determine this parameter. The area of the white region in Figure 3(c) illustrates the numerical value of the XOR cell-circle parameter. The same methodology in XOR cell-circle is used to estimate the XOR cell-convex (see Figure 4). The XOR operator here is between the cell and a convex which covers the cell.

Figure 3. Shape features computed, (a) BH cell type; (b) circle with the same area and center of mass as the cell; (c) XOR cell-circle.

Figure 4. Shape features computed, (a) BH cell type; (b) convex covering the cell; (c) XOR cell-convex.
Similarly, the Xor cell-rectangle is an operator between the shape cell and a rectangle covering it. The standard deviation of the positions of the contour points is:

\[
\text{Standard Deviation} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (X_i - \bar{X})^2}
\]

where \(N\) is the number of the contour, \(X_i\) is the distance between a contour point \(i\) and the center of the cell and \(\bar{X}\) is the mean value of \(X_i\).

The distance from each point of the contour to the mean contour is summed to determine the deviation sum as follows:

\[
\text{Deviation Sum} = \sum_{i=1}^{N} |X_i - \bar{X}|
\]

To measure the eccentricity, we interpose onto the cell an ellipse to cover it. The eccentricity parameter is given by the following equation:

\[
\text{Eccentricity} = \frac{\text{distance}(f_1, f_2)}{L}
\]

where \(f_1\) and \(f_2\) are the two foci of the ellipse and \(L\) is its major axis length.

Finally, the solidity is a scalar specifying the proportion of the pixels in the convex hull that are also in the region of the cell. It’s computed as follows:

\[
\text{Solidity} = \frac{\text{Area (cell)}}{\text{Area (convex)}}
\]

Shape features provide promising results in distinguishing and classifying the grade of cancer cell. The nearest neighbor technique adds robustness to this process.

### 2.2. Cross Validation and Performance Indicator

Nearest neighbours is one of the simplest methods in classification and identification, wherein an object is classified based on the “distance” of its features from those of its neighbours, with the object being assigned to the class most common among its neighbours, with the object being assigned to the class most common among its neighbours, with the object being assigned to the class most common among its neighbours, with the object being assigned to the class most common among its neighbours, with the object being assigned to the class most common among its neighbours, with the object being assigned to the class most common among its neighbours. In this study, we have 30 images from each type of cancer cell. Performance indicators are used to evaluate the accuracy of distinguishing between the three grades of cancer cells. We propose one indicator: classification accurate. This indicator is shown in the following equation:

\[
\text{Accuracy} = \frac{\text{number of samples correctly classified}}{\text{total number of sample cases}}
\]

Results of the performance indicators reflect the value of this study where the shape features will be more promising to detect carcinoma cancer cells.

### 3. RESULTS AND DISCUSSIONS

Experimental results are carried out and obtained using a 32 bit PC platform running at 2.4 GHz (Core 2 processor) based on the Matlab environment tool [17] and the optical microscopy system. This platform validates the correct operations of the bio-images analysis and structures approaches starting from the capture of the multispectral bio-images. Table 1 shows the nine parameter values computed from three grades of cancer cells. These values vary the of shape features depending on the cell type. From these parameters, we choose three; namely, we identify Area, Xor cell-convex and Solidity, as the dominant features for carcinoma cancer cell detection. A comparative study based on nine (9F) and three features (3F) is showed in Table 2. Using three shape features, all the cells were classified without error represented, which is, of course, represented by 100\% accuracy value. Meanwhile, using the nine shape features decreases the accuracy value by 2\% - 3\% to 97\% - 98\%. Texture features can be extracted in several methods, including: statistical, structural, model-based, and transform information. The automatic recognition and classification of cancer cells was done to enhance work efficiency while also identifying inter-relationships among biological features. For instance, three Haralick’s features (Correlation, Entropy and Contrast) were found to be effective to discriminate between the three types of abnormal cells in textured images [7]. For accurate extraction from very high resolution images, object shape can be taken into account without the drawback of the prohibitive computation time.

<table>
<thead>
<tr>
<th>Cancer cells type</th>
<th>% Accuracy 9F</th>
<th>% Accuracy 3F</th>
</tr>
</thead>
<tbody>
<tr>
<td>BH</td>
<td>97</td>
<td>100</td>
</tr>
<tr>
<td>IN</td>
<td>91</td>
<td>100</td>
</tr>
<tr>
<td>Ca</td>
<td>98</td>
<td>100</td>
</tr>
</tbody>
</table>

**Table 1.** Simulation results of shape features.

<table>
<thead>
<tr>
<th>Features</th>
<th>BH (Area)</th>
<th>IN (Area)</th>
<th>Ca (Area)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area</td>
<td>1670.36</td>
<td>25507.37</td>
<td>58254.87</td>
</tr>
<tr>
<td>Perimeter</td>
<td>1740.74</td>
<td>5650.10</td>
<td>58605.12</td>
</tr>
<tr>
<td>Xor Cell-Circle</td>
<td>7017.75</td>
<td>38.321</td>
<td>58605.12</td>
</tr>
<tr>
<td>Xor Cell-Convex</td>
<td>44120.75</td>
<td>93987.37</td>
<td>87465.62</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>48,187</td>
<td>166,866</td>
<td>263492.51</td>
</tr>
<tr>
<td>Deviation Sum</td>
<td>19297.46</td>
<td>65181.91</td>
<td>263492.51</td>
</tr>
<tr>
<td>Eccentricity</td>
<td>0.740</td>
<td>0.427</td>
<td>0.247</td>
</tr>
<tr>
<td>Solidity</td>
<td>0.947</td>
<td>0.557</td>
<td>0.740</td>
</tr>
</tbody>
</table>

**Table 2.** Simulation results of performance indicator.
Thereby, shape features can be used to make the classification of cancerous cells based on morphological image processing, i.e. the shape features in this paper. Nevertheless, the cancer continuum is still a complex subject in which most laboratory research focuses on distinguishing between the cancer stages [18]. Unfortunately, the transition from one stage to the next is still unclear.

4. CONCLUSION
This paper proposed a method of carcinoma cancer cell detection using shape features and the nearest neighbour classifier technique. Shape features showed promising results for carcinoma cells detection. The three dominant features, Area, Xor Cell-Convex and Solidity, were found to be effective in detecting the carcinoma cells from the other grades of cancer cells, BH and IN. Performance indicators clearly describe our model as having higher accuracy and thereby lower false alarm. This proposed model can be adapted to several applications in the assessment of both cancer and normal cells as shape features is one of the best methods in discriminating between cancer and normal cells.
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