A model of bone adaptation as a topology optimization process with contact
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ABSTRACT

Topology optimization is presently used in most diverse scientific, technologic and industrial areas, including biomechanics. Bone remodelling models and structural optimization has mutually provided inspiration for new developments in biomechanics and biomedicine. Considering that bone has the ability to adapt its internal structure to mechanical loading (Wolff’s law and Roux’s paradigm), it is possible to model the behaviour of the bone structure by the use of a topology optimization methodology whose optimization variables can be the relative densities and the orthotropic directions. In this work, the internal bone adaptation of a proximal femur is considered. The bone-remodelling scheme is numerically described by a time-dependent evolutionary procedure with anisotropic material parameters. The remodelling rate equation is obtained from the structural optimization task of maximizing the stiffness subject to a biological cost associated with metabolic maintenance of bone tissue in time. The situation of multiple load conditions is considered for a three-dimensional finite element model of the proximal femur. The bone density distribution of a real femur is used as the initial design for the onset of the remodelling mechanism. Examples of bone adaptation resulting from load changes are presented. The three-dimensional finite element model of the proximal femur with initial bone density distribution was adapted to implant a cementless stem. A remeshing technique is used to assign the bone relative density distribution to the new geometry and mesh. The time adaptation of the bone is assessed considering contact with friction at the bone-stem interface. Results of bone density evolution and osteointegration distribution are obtained.
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1. INTRODUCTION

Since the works of Michell and Bendsøe and Kikuchi [1], topology optimization has become an effective design methodology to obtain lighter and efficient structures. Until today, diverse topology optimization methods have been developed and presented. The methods based on the SIMP (Solid Isotropic Microstructure with Penalization) technique, originally introduced by Bendsøe [1], have had large acceptance due to its efficiency and simplicity.

Currently, topology optimization methods are being used in biomechanics and biomedical engineering, namely in bone-remodelling schemes and bone-adaptation models. Considering that bone has the ability to adapt its internal structure to mechanical loads and to changes of the load environment (paradigm of Roux and/or Wolff law [2]), it is possible to mathematically model the behaviour of the bone structure through a topological optimization methodology whose optimization variable is the relative or apparent density.

Many different mathematical and phenomenological models have described the remodelling process of the internal structure of bone. These models have in common the definition of an equilibrium state based on energy levels, on stress levels or on a reference state density. Generally, these models present an equation of the evolution of the non-equilibrium state for the equilibrium state through the change of state variables as, for instance, the local densities [3]. The remodelling process occurs when the bone senses a stimulus originated from a change of external loads [2,3].

The remodelling process also occurs when an orthopaedic implant is present. The insertion of a stem changes the equilibrium state and, consequently, compels the bone to achieve a new equilibrium state. Generally, it is observed a loss of bone when an orthopaedic implant is inserted in the bone structure. This loss of bone can lead to bone fracture and to implant loosening. The arthroplasty postoperative process is an evolutionary process. To analyse numerically this process it is necessary to consider the bone remodelling time process together with
the changes of the implant-bone interface conditions.

In 1993, Sadegh et al. presented a bone remodelling theory to predict the ingrowth of bone into implant cavities. Considering a very small dimensional scale, the model predicted the bone ingrowth in screwed implants. More recently, Fernandes [4,5] and Bagge [3] presented models of bone adaptation of the proximal femur. Both models consider a three-dimensional finite element model that evolves as a topology optimization scheme. Although the presented models could achieve the bone density distribution, none of them consider the inclusion of a prosthetic device. Both analyses use a single hexahedral finite element geometric model.

The osteointegration process (also called osseo-integration) over an implant surface was also investigated using a finite element model by Spears et al. in 2000. The contact interface considers contact elements that account large sliding contact movement and total bonding was considered possible for elements with a micromotion of less than 40 μm.

The use of elastic springs to model the bone implant interface was introduced by Egan and Marsden in 2001. The stiffness of an interface bonding spring is progressively increased at the point where the deformation (proportional to the displacement) induced by the external loads remained below a given threshold.

A similar progressive interface bonding has been presented by Fernandes et al. [6,7] together with the bone remodelling model of the whole femur after total hip replacement. Changes in the interface conditions in conjunction with a global optimization criterion based in Microstructural homogenisation and a cost minimization was used. Although the previous model considers not only the bonding process but also de-bonding process, the time was not correlated and the loading conditions applied were the same as the healthy bone that, for an implanted femur, does not correspond to the reality [7-9]. Additionally, the numerical solutions were obtained starting with a homogeneous solution of the trabecular bone with a relative density equal to 30%.

A purely biomechanical model, intended to predict the long-term secondary stability of the implant starting from the biomechanical stability immediately after the operation, was also presented by Viceconti et al. [10-13]. This model, also compared with a simpler one [13], uses a finite element model discretized in three-dimension hexahedral elements and a continuous rule-based adaptation scheme as a dynamic system. Although this model describes the whole bone-implant model, it does not consider the change in the microstructural apparent density of the bone that can affect the interface and overall stiffness of the bone.

A recently model for living interfaces with bone implants was introduced by Moreo et al. [14]. This model reproduces the evolutive behaviour of bony interfaces accounting with bone ingrowth and deterioration by means of a finite element continuum damage mechanics formulation. It was observed that stiffer stems (such as stainless steel and Titanium stems) improve the primary fixation comparing with softer ones (Polyacetal stems). Even though the results of the simulation agree reasonably with clinical observations, the model presented exhibits some limitations associated to the lack and uncertainty of the different model parameters.

Almost all the bone ingrowth models that use finite element analysis consider a constant finite element discretization and the bone ingrowth is characterized by an increase of stiffness. Recently, Reina et al. [15,16] tried to model bone ingrowth in distraction osteogenesis considering mechanical and biological factors. Although this model considers a remeshing technique that allow the creation of new elements, the analysis was limited to a two-dimension rectangular geometric model and some biological issues are not clear.

Also recently, the bone remodelling model based on topology optimization was extended to a hierarchical model by Coelho et al. [17,18]. This hierarchical model characterizes both the macro and microstructure of the bone by means of a multiscale asymptotic homogenisation technique. However, this study does not consider an insertion of any prosthetic device and the implant-bone interface is not studied.

The development of biomechanical models is a hard task. The major difficulty in the development of such models is the lack of experimental quantitative results, specifically in vivo human data results. As little or no experimental methods are currently available to investigate the relationship between primary stability and osseointegration in vivo, all published studies on this topic are based on numerical simulations. However, some in vivo and ex vivo observations are available for the portion of implant surface that has some osteo-bond but not necessary fully bonded (or fully osteointegrated) [19,20].

The objective of this work is to present a model of bone adaptation that accounts the time and the change of stimulus. These stimuli are represented by mechanical loads. In order to obtain a realistic bone remodelling simulation, the initial structure needs to be approximately equivalent to a femur. Thus, a multiload topology optimization process is applied with the purpose of finding the optimum initial distribution of densities corresponding to the proximal region of a healthy femur. Different finite element meshes are used.

The bone adaptation model is also applied in the case of an implanted femur considering the bone and implant stem surfaces in contact. The bone ingrowth process is
simulated through a numerical model able to modify the contact conditions during the remodelling process. Therefore, a global optimization criterion with contact formulation and bone ingrowth is used. The contact conditions are modified based on the stem-bone relative displacement and stresses. The numerical initial conditions were retrieved from the femur bone just before the medical surgery. A remeshing technique is employed in order to transfer the properties from the intact femur to the implanted-femur.

2. METHODOLOGY

2.1. Material Description

Due to its porous and adaptive structure, bone presents an orthotropic behaviour whose orthotropic coefficients change with the bone region and evolve with the remodelling process. These aspects imply that modelling the bone microstructure is an extreme hard task. Many bone-remodelling models use a power-law relation between the apparent density and the isotropic elasticity modulus of cancellous bone [2]:

$$E_{\text{bone}} = \rho^p E$$

where $E$ is the isotropic elasticity matrix, $\rho$ is the density and $E_{\text{bone}}$ is the stiffness matrix of the bone structure. The previous relation has the advantage of being simple and computationally very inexpensive, but anisotropy is not considered. The power-law relation is similar to the use of the SIMP method in the bone adaptation process.

Other bone-remodelling models use polynomial functions that characterize the stiffness matrix coefficients as a function of the density and can be written as [3]:

$$E_{\text{bone}} = f(\rho, E).$$

This model, which already accounts for anisotropy, considers a constant microstructure whose material properties are symmetrically cubic. This approach is also computationally inexpensive.

An orthotropic material model can be obtained using homogenization methods such as, for example, the asymptotic homogenization method. In this method, the cancellous bone structure is idealized by a microstructural cell assuming that the material can be reproduced by a periodic repetition of the cell. Taking in account the shape of the bone microstructure, the material properties are a function of the mechanical characteristics of the solid material and the volume content in the cell [21-24]:

$$E_{\text{bone}}^\epsilon(x) = E_{\text{cell}}(y), \text{ with } y = x/\epsilon$$

where $x$ and $y$ are the properties at the macro (bone) and microscale (cell), respectively, and $\epsilon$ is the asymptotic homogenization constant that corresponds to the relation of the characteristic dimensions between the micro and macroscale. The use of two scales related with a small dimension parameter corresponds to a particular application of the multiple-scale method. This method, that assumes a total periodicity of the cells, requires the calculation of the cell microstructure properties (through a finite element analysis) for each integration point of the macrostructure, leading to a very computationally expensive process. Although this method considers full anisotropy, generally, the used unit cells take parallelepiped geometries that are quite different from the real trabecular bone microstructure, and can be considered non-realistic.

The difficulty of description of the orthotropic behaviour of the bone material is well-known and evidenced by the numerous mentioned models. In this work, despite the disadvantages presented, the asymptotic homogenization method is used. To achieve the material properties as continuous functions of the relative volume fraction, the cell structure, shown in Figure 1(a), has been used. However, the material properties at tissue levels are assumed isotropic [3]. In order to decrease the CPU time required by this method, the homogenized material properties are fitted to polynomials (see Figure 1(b)). For more details concerning the implementation of this method, see [22-24].

![Figure 1](https://example.com/figure1.png)

**Figure 1.** The microstructure of the bone is represented by a periodic unit cell. The material properties are calculated through the asymptotic homogenization method and fitted to polynomials functions of the relative volume fraction.
2.2. Bone Remodelling as an Optimization Process

The initial distribution of the apparent density of bone needs to be realistic. Therefore, it can be obtained by a CT scan (computerized tomography scan) or by stiffness maximization of the structure [3], if Wolff’s law is considered. The maximization of the stiffness of a structure corresponds to the minimization of the strain energy. Assuming that bone adapts to its mechanical environment, the bone remodelling process consists of the computation of bone relative density at each point by the solution of an optimization problem formulated in the continuum universe. Numerically, the continuum can be approximated by finite quantities. Therefore, the process of finding a reasonable structure can be an optimization task that considers the three-dimensional domain discretized in finite elements and whose optimization variables are the relative volume fractions \( x \) of each element. These variables are constants in each element and take the values of 0 (void) to 1 (total density, cortical bone). The optimization process is subject to a volume constraint and to the finite element equations for each load. The optimization problem can be defined as

\[
\min_x c(x) = \sum_{j=1}^{N_l} \sum_{e=1}^{N_e} \left( \sum_{v=1}^{N_v} \phi^v_k u^j_k u^j_v \right) \tag{4}
\]

with the following constraints and conditions

\[
\sum_{e=1}^{N_e} x_e V^e = V, \quad 0 < x_{\text{min}} \leq x_e \leq 1, \ldots, N_l, \tag{5}
\]

and, in the case of multiple solids, contact conditions for the bone/stem interface

\[
u_e = u \cdot n, \quad u_T = u - u_e n, \quad g = u_e - s, \tag{6}
\]

\[
t_e (u) = k_N \left\{ g (u) \right\} = k_N \left\{ u_e - s \right\}, \quad \dot{u}_T = \dot{u}_T^{\text{elast}} + \dot{u}_T^t, \quad \dot{u}_T^t = -\ddot{\phi} \frac{\partial \phi}{\partial t_T}, \tag{7}
\]

\[
t = -k_r \dot{u}_T^{\text{elast}} = -k_r (u_T - \dot{u}_T^t), \quad \phi = ||t|| + \mu t_T \leq 0, \quad \xi \geq 0, \quad \xi \varphi = 0. \tag{8}
\]

\( \Pi_j \) is the strain energy for the \( j \)th load case, \( w \) represents the weight factor and \( N_e \) and \( N_l \) are the number of elements and load cases respectively. The maximum admissible volume and the volume in each finite element are represented respectively as \( V \) and \( V^e \). In each iteration, a finite element analysis (FEA) is performed. The global stiffness matrix \( K \) and the load vector \( F \) are known for each load case and the global and element displacement vector, \( U \) and \( u_e \), respectively, are found. The contact problem with Coulomb friction in Eq.6 considers a penalization approach and the inclusion of an elastic reversible term for the tangential displacements (or velocities). In this equation, the subscripts \( N \) and \( T \) denote normal and tangential properties, respectively. Therefore, \( t_N \) and \( t_T \) are the normal and tangential contact forces applied on the unilateral contact interface. The first expressions in 6 define the normal and tangential displacements of the contact boundary through projections of the displacement \( u \) on the boundary normal \( n \). The function \( g \) is the actual gap between the two bodies in contact while \( s \) is the initial gap. The second line defines the penalisation-type constitutive equation for normal traction, where the operator \( \{ \} \) represents the positive value of the argument. The tangential velocity \( u_T \) is divided into the elastic and sliding component (as in perfect elastoplasticity). The sliding velocity is proportional to the derivative of the sliding potential \( \phi \) defined in the last line of 6 (coulomb model).

The FEA can be executed with the aid of an exterior FE program. FE programs ABAQUS® [25] or MSC. MARC® [26] were used in this work. In order to change the properties in each element, a user routine UMAT (ABAQUS 2006) was developed for the commercial program ABAQUS®. For the MSC.MARC® a user routine ANELAS [26] was used. The contact problem is solved using a surface-based contact model being the stem the master surface and the bone the slave surface. As mentioned, the penalty method is used for the tangential contact condition.

It is assumed that the design variables \( x \) (relative density) are constants within each finite element. The optimization problem, achieved through an iterative procedure, is solved using the MMA method (Method of Moving Asymptotes) [1] or the optimality criteria (OC) [1,3,27]. The OC algorithm is easy to implement and very efficient for a single constraint. For multiple constraints, the OC cannot be used and, therefore, this is the main motivation for switching to MMA. On the standard stiffness optimization problem, the MMA can be carefully tuned to be more efficient than the OC. However, in the standard settings they are very similar. The OC method, based in the optimum Lagrange function, uses a fixed-point updating scheme. It can be written as

\[
x_{e+1} = B^e x_e, \quad e = 1, \ldots, N_l, \tag{9}
\]

where \( \eta \) is a numerical damping parameter and \( k \) represents the iteration number. It is expected regions with high energy with low stiffness. Therefore, in order to avoid numerical problems, the previous fix-point type updating scheme for the densities should have boundaries. Considering that \( x_{\text{min}} \neq 0 \) to avoid singularities in the finite element stiffness matrix, it was defined \( x_{\text{min}} = 0.001. \) Eq.7 is hence computationally defined as:
The \( B_e \) parameter is defined as
\[
B_e = \sum_{j=1}^{N_e} w_j \frac{\partial \Pi}{\partial x_j} \hat{H}_j, \quad e = 1, \ldots, N_e, \tag{9}
\]
where \( \lambda \) is the Lagrange multiplier parameter that results from the volume constraint. A local optimum is reached if \( B_e = 1 \) for densities \( x_{\text{min}} < x < 1 \). This update scheme adds material to areas with specific strain energy higher than \( \lambda (B_e > 1) \) and removes it if the energy is below this value [1]. The variable \( \eta \) is a tuning parameter and \( \xi \) a move limit. Both \( \eta \) and \( \xi \) control the changes that can happen in each iteration. They can evolve with the procedure in order to enhance the efficiency of the method.

The update of \( x_e \) depends on the present value of the Lagrange multiplier \( \lambda \) and, as a consequence, should be adjusted in order to satisfy the volume constraint. The value of \( \lambda \) can be found by a bi-sectioning algorithm considering that the total volume, with the actual relative densities, is a continuous and decreasing function of the multiplier \( \lambda \).

If a direct implementation of a topology optimization method is made, patches of checkerboard pattern appear often in solutions. Restriction methods reduce or remove the checkerboarding in some cases, but not in all of them. With the aim of preventing the numerical problem of checkerboard, the filter method suggested by Sigmund [1] is used. In this method, the sensitivity of each element \( B_e \) is affected by the sensibilities of the neighbouring elements. The change in the sensitivity is proportional to the distance between the elements. The scheme works by modifying the element sensitivities of the compliance as follows [1]:
\[
\frac{\partial E}{\partial x_{\text{mod}}} = \frac{1}{x_e} \sum_{j=1}^{N_e} \hat{H}_j x_j \frac{\partial \Pi}{\partial x_j}. \tag{10}
\]

The convolution operator (weight factor) \( \hat{H}_j \) is calculated as
\[
\hat{H}_j = r_{\text{min}} - \text{dist}(e, f), \quad \left\{ f \in N \mid \text{dist}(e, f) \leq r_{\text{min}} \right\}, \quad e = 1, \ldots, N, \tag{11}
\]
where the operator \( \text{dist}(e, f) \) is defined as the distance between the centre of element \( e \) and the centre of element \( f \). Note that the convolution operator is zero outside the filter area and decays linearly with the distance from element \( f \). The modified sensitivities of Eq.10 are used in the optimization problem using the OC or MMA update method.

In the case of the bone adaptation process, the material behaviour must be formulated progressively with time. Therefore, Eq.7 is used as the remodelling rate equation but it was considered that each iteration is a time step. Hence,
\[
x_e^{t+1} = \left( \frac{\partial \Pi / \partial x}{\lambda V_e} \right) x_e^t = (B_e^t)^\eta x_e^t, \quad e = 1, \ldots, N_e, \tag{12}
\]
where \( t \) represents the time. In the previous equation, if the Lagrange multiplier is kept constant during the remodelling process, bone can form and resort material. Therefore, in the remodelling process, \( \lambda \) is denoted osteometabolic cost and is related with the maintenance of bone mass. This parameter, \( 0 < \lambda < 5 \), should be dependent of the age, degree of bone osteoporoses, etc., i.e.,
\[
\lambda = \lambda(\text{age, metalogism, osteoporosis}, \cdots) \tag{13}
\]
when the strain energy sensitivity is not in equilibrium with the element constant \( \lambda V_e^s \) there is a change in the bone relative volume. In each element, a response \( B_e \) greater than the one hypertrophy is assigned and \( B_e \) less than one atrophy is assigned [3]. The equilibrium level, where no resorption or apposition takes place, is achieved when the elements with intermediate relative volume fractions have \( B_e \) equal to the unity.

In this work, the limit of the change in volume fraction in each time increment was based on the work of Jee [28]. This author verified that it can take place a maximum bone turnover rate of 7.6%/year (= 0.021%/day), considering a total bone loss in 13 years. As a result, if the stimuli in an element leads to a local bone changing greater than the limit, the value of \( B_e \) is numerically damped with aid of \( \eta \) [3]. The parameter \( \eta (0 < \eta < 1) \), that influences the sensitivity of all the elements in a proportional way in each time increment, can be found by a bisection algorithm.

### 2.3. Osteointegration Model

The osteointegration model intends to reproduce the adaptation of the bone considering the insertion of a stem. This model simulates the changes of the bone/stem interface conditions.

During surgery, a part of the femoral bone is removed and stem is inserted into the femoral canal [29,30]. During the first days, the phenomenon of integration of a biologic bone material in the non-biologic metallic part
is observed. If a coated uncemented prosthesis is inserted, it is expected bone ingrowth in the coated zones after some postoperative time (see Figure 2).

In this work, a contact formulation is used together with a methodology to detect where bone ingrowth exists and evolves. At each time increment, the contact conditions are updated considering a relative displacement criteria. These criteria are based on the studies performed by Fernandes et al. [6,7].

The osteointegration model aims the simulation of the bone/stem interaction. After implantation of the prosthesis, bone begins to attach to the coated stem wall and the prosthesis retains stability. However, bone ingrowth can be inhibited in certain zones due to high relative displacements.

Initially, the osteointegration is considered null (see Figure 3). In this post-operative condition, contact with friction at the coated surfaces and frictionless contact at the non-coated surfaces is considered. For each time step, the relative displacements between the bone and the stem are computed. If an effective contact between bone and implant is verified (therefore, the normal contact force is greater than one) and the tangential relative displacement is inferior to a threshold value, osteointegration increases. Numerically, the osteointegration is progressively augmented with the use of connector elements of the Cartesian type [25], increasing the connector element stiffness. The conditions for progressive osteointegration can be resumed by the following conditions:

I. Contact within the stem and bone material (no separation of the surfaces): \( F_{\text{contact}} > 0 \rightarrow C_{\text{OPEN}} = 0; \)

II. The relative tangential displacement of the surfaces in all directions should be null (or inferior to a threshold value): \( \text{CSLIP}_{\text{surf}} < \text{CSLIP}_{\text{limit}}. \)

In the following time steps, if the osteointegration conditions are not verified, the bone/stem connection is ended and the initial condition is replaced. The full integration condition is achieved when the osteointegration is augmented for a chosen number of consecutively time steps. The number of time steps (iterations) necessary to reach the full osteointegration connection characterizes the bone ingrowth rate. In this case, the contact condition is transformed into a type of glue connection, where the relative displacements are constrained. However, the full osteointegration condition is verified for every step and can be destroyed. That is the case of high levels of stress. Numerically, to maintain the full osteointegration condition, the following condition must be also verified:

I. The contact stresses within the stem and bone material are inferior to some limit values (otherwise it will break the connection): \( \sigma_{\text{contact}} < \sigma_{\text{limit}} \rightarrow C_{\text{Press}} < C_{\text{Press}}_{\text{limit}} \) and \( C_{\text{Shear}} < C_{\text{Shear}}_{\text{limit}}. \)

If the previous condition is not verified, the interface and contact conditions must be updated to the condition of non-osteointegration (initial condition).

3. Validation—Structural Problems with Contact Conditions

The formulation presented from Eq.4 to Eq.10 is validated through structural problems introduced by other authors. Four different structural problems with contact conditions were addressed and herby presented. The microstructure is considered isotropic for these problems.
Both FE programs Msc.Marc® and Abaqus® were used in the following problems. The final results obtained were similar. However, it was observed that the analyses with the aid of Msc.Marc® are faster. The main advantage of using the latter software is the possibility of creation of an autonomous single execution file that can be directly runned in other computers. As these problems are single constraint topology optimization problems (single volume constraint), both OC and MMA methods can be used with similar results and efficiency.

### 3.1. Rectangular Domain with Two Contact Surfaces

The problem of a rectangular domain was addressed by Desmorat [31]. A 2D case of a $2 \times 1$ rectangle with two internal contact zones, fixed at one end and loaded vertically at the centre of the other end is considered (see Figure 4(a)). Figure 4(b) presents the optimization results on the coarse mesh structure with the two contact surfaces taking into account the effective contact or non-contact cases. By opposition with the result if no contact surfaces were assumed, this result shows asymmetric material distribution, an open contact zone on the upper contact surface and an effective contact zone on the lower contact surface. This observation fully agrees with the results presented by Desmorat [31].

### 3.2. Linked Bars

The linked bars problem, described in Figure 5(a), considers the case of two $3 \times 0.5$ linked bars with two internal contact zones, fixed at one end and loaded vertically on the other end (see [31] for more details). Figure 5(b) presents the optimization result on the deformed structure for a volume constraint of 20% and taking into account the effective contact cases. Again, the results obtained are in agreement with the results of Desmorat [31] and, comparing with the solution without contact conditions, a concentration of material on the left of the link line and a different material distribution in the central part of the structure can be observed.

### 3.3. L-Shaped Test

The purpose of this benchmark is the verification of the behaviour in the interior corner of a L-shaped domain [32]. The geometry and boundary conditions are displayed in Figure 6(a). A single load (upper traction of 100 MPa) pushes the structure upward while the contact condition is defined on the lateral support. The optimization result corresponding to the minimum strain energy is presented in Figure 6(b). This result is in agreement with the results presented by Fancello [32]. It shows a concentration of material at the interior corner of the L-shaped domain and in the load surface.

### 3.4. Flexible Pinned Union

The union of three blocks with a flexible pin is modelled (see Figure 7(a)). The 3D lateral blocks are constraint in the left edge and a horizontal load of 1000 N is applied to the central block. The lateral block dimensions are $75 \times 60 \times 6$ mm, the central block is $90 \times 60 \times 12$ mm and the dimensions of the cylindrical pinned are $20 \times 25$ mm [33]. Between the blocks, in the lateral surfaces, there are 30 mm diameter rings with 0.5 mm of thickness. All the solids are deformable but only the blocks belong to the design domain. Due to symmetry conditions, only a quarter of the geometry is modelled. The material employed is steel except for the rings that are of polymeric material (elasticity modulus of 2 GPa). Frictionless contact conditions were considered between the pin, the rings and the blocks.

Figures 7(b) and (c) show the results obtained for a volume constraint of 30%. As expected, the material is concentrated in areas where strain energies are higher,
i.e., the material that wraps the pin and the distribution is made into the constraints (the lateral block case) or into the applied load (the central block case). These results are similar to the results presented by Folgado [33] validating the presented formulation.

4. VALIDATION OF THE CONTACT INTEGRATION MODEL

The formulation presented in Section 2.3 is validated through structural problems introduced by the authors.

Progressive Contact Integration of a Compression Specimen

This problem characterizes the behaviour of a specimen subject to uniaxial compression loading. The contact surface of the specimen has a coated area, assembled by the area of four elements that allows material integration (see Figure 8). Initially, while the material integration is null, the behaviour of the compressed material is equal to an ordinary compressed specimen. The contour of von Mises equivalent stress in the compressed specimen and in the exterior material can be seen in Figure 8 for the initial time step. For this step, the tangential relative displacement for all nodes that belong to the material integration surface is $1 \times 10^{-7} < \text{CSLIP} < 1.2 \times 10^{-3}$ and the contact pressure is positive, evidencing that there is an effective contact between the two surfaces. Considering the threshold value for the relative tangential displacement of $\text{CSLIP}_{\text{Limit}} = 5 \times 10^{-5}$ m, only the nodes that present relative tangential displacement lower than this value will start material integration and their connector stiffness will increase. The values of $\text{CPRESS}_{\text{Limit}}$ and $\text{CSHEAR}_{\text{Limit}}$ are 0.8 and 35 MPa, respectively.

Figure 7. Flexible pinned union test: (a) Geometry and boundary conditions [33]; (b) optimization results on the deformed structure for a volume constraint of 30%. Elements with relative densities inferiors of 0.1 were removed; (c) a 1/4 of the solution of the optimization domain.

Figure 8. Compression specimen with an integration surface: (a) Geometry and boundary conditions; (b) Equivalent stress contour on the deformed geometry in the initial step, without any material integration.
By the charts of Figure 9, it can be seen that material integration (osteointegration if the specimen is considered as a bone) occurs at nodes number 33, 34 and 35 (nodes in the middle of the width of the coated surface, as represented in Figure 10). These nodes achieve full integration at the 20th time step and maintain it to the end of the test.

In the first 6 time steps, the integration of nodes 20 and 46 (the extreme bottom nodes of the coated surface) oscillates due to the checking of the integration conditions. During that time, the relative tangential displacement decreases towards step 5 but oscillates between steps 5 and 8 (see details in CSLIP chart). The material integration conditions are successively fulfilled after step 6 and the full integration is achieved in time step 26. To note that the increasing of stiffness of the connector of nodes 33, 34 and 35 aid the decreasing of relative tangential displacement of these nodes.

Nodes 21, 22 and their symmetric never attain integration. The relative tangential displacements (CSLIP) chart in Figure 9 shows that, although with some oscillations, the relative tangential displacements never decrease to a value inferior to the threshold, therefore never checking the integration conditions.

This problem characterizes well the possibility of three types of integration nodes: i) nodes that immediately start to integrate; ii) nodes whose integration depends of the integration of other nodes and iii) nodes that integration is never achieved. These occurrences take place in the osteointegration process, particularly in the bone/stem interface.

5. BONE REMODELLING PROCESS, RESULTS

5.1. Geometric Model and Domain Discretization

The geometry of the proximal femur and the boundary conditions used in this work are represented in figure 11a. The multiple loads applied correspond to 2.5 times of the medium weight of a human body (approximately 700 N) and can be seen in Table 1 [21]. The model is constrained in all three directions at the nodes of the outer rim of the bottom element layer. Figures 11(b) to f show the different domain discretization used in this work. Figures 11(b), (c) and (d) show the original geometry discretized in 1158, 5224 and 9408 hexahedral finite elements, respectively. Figures 11(e) and (f) present the discretization of 18001 and 143904 tetrahedral finite elements, respectively. Both elements are solid element with linear interpolation. It was assumed that bone tissue has the mechanical properties of compact bone. Therefore, the
dense compact bone corresponds to a cellular material with relative density equal to 1 and trabecular bone has values less than 1. The elasticity modulus for dense compact bone is 20 GPa. It was also assumed a Poisson ratio of 0.3.

In the optimization process, the three load cases have the same weight and, to ensure consistency between the energy of one load and the weighted energy, it must hold that \( \sum_{j=1}^{N} w_j = 1 \) \[3\]. The starting point for the optimization process is uniform relative volume distribution.

**Table 1.** Load cases for the intact and implanted femurs.

<table>
<thead>
<tr>
<th>Load cases</th>
<th>Intact femur</th>
<th>Implanted femur</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fx (N)</td>
<td>Fy (N)</td>
</tr>
<tr>
<td>1 Muscle force</td>
<td>768</td>
<td>726</td>
</tr>
<tr>
<td>HRJ load</td>
<td>-224</td>
<td>-972</td>
</tr>
<tr>
<td>2 Muscle force</td>
<td>166</td>
<td>387</td>
</tr>
<tr>
<td>HRJ load</td>
<td>136</td>
<td>-680</td>
</tr>
<tr>
<td>3 Muscle force</td>
<td>383</td>
<td>669</td>
</tr>
<tr>
<td>HRJ load</td>
<td>457</td>
<td>-796</td>
</tr>
</tbody>
</table>

5.2. Initial Distribution of Material

Results of the optimization process using three values of volume constraint are given in this section. It was considered different volume fractions (40%, 55% and 70%) and it was taken in account the domain discretizations represented in Figures 11(b) to (f). The optimization process that leads to a similar result to the apparent densities distribution of a human femur was the process using 55% volume fraction. The use of different meshes results in analogous general results, even though particular differences can be observed. Figure 12 shows the material distribution after 100 iterations with the total volume fraction of 55%. The distribution of the relative density is interpolated from the elements to the nodes.

The results of Figure 12(a) to f show agreement between the numerical density distribution and the apparent density of the real bone. Although the shaft cavity is well represented, the densities distribution in the femoral head should be more homogeneous for the case of tetrahedral elements. This fact can be attributed to the applied load cases and the type of elements used and their importance in the numerical process.

![Figure 11](image-url)  
**Figure 11.** (a) Geometric model and boundary conditions of the proximal part of a femur. Discretization in (b)-(d) hexahedral and (e)-(f) tetrahedral finite elements.

![Figure 12](image-url)  
**Figure 12.** Relative density distribution of the trabecular bone using a volume fraction of 55% (\(E \approx 1.185 \times 10^4\ N\ mm^{-1}\) and \(\lambda = 1.284\ N\ mm^{-2}\)). (c)-(d) Longitudinal and (e)-(f) transversals cuts of the femur’s model for hexahedral and tetrahedral finite elements, respectively.
5.3. Bone Adaptation by Stimuli Changes - Results

After the achievement of the initial relative densities distribution, the bone adaptation to the stimuli variations is analyzed. The osteometabolic value ($\lambda$) is considered constant and equal to the value found in the initial analysis ($\lambda = 1.284 \text{ N} \cdot \text{mm}^{-2}$). It is used the initial densities configuration as well. In the first case, and to illustrate the time dependence of the bone adaptation process, the load cases (stimulations) are multiplied by 1.5 (corresponding to approximately 4 times the weight of the human body) during 9000 days. In the second case, the stimuli are reduced to 2/3 during 3000 days and, afterwards, increased 1.5 times. This case demonstrates bone adaptation to stimuli inversion. The third case should show the reversibility of the process. From the first case solution (Figure 13(a)), the stimulations are then kept as the initials during more 24,000 days.

In the three analyses, a maximum bone turnover rate of 0.021%/day is defined [28]. A sequence of multiload cases is made in order to consider a regular day. The sensitivities are therefore averaged [3]. The number of times the bone is loaded has no influence in the numeric result when the limit of the bone changing is reached. In that case, a $\eta$ value is found to bound the maximum bone turnover rate and the sensitivities are numerically damped (see Eq.12). Each iteration is considered a day.

Figures 13(a), (b) and (c) show the time evolution of the bone volume fraction for the three cases, respectively. For case 1, Figure 13(a) shows an increasing of ≈9% of the total volume within the 9000 days. It should be notice that there are small oscillations around the volume-days curve. This case shows the influence of time and stimuli in the bone adaptation process. Figure 13(b) shows an inversion of the bone adaptation process with the inversion of the load history. At first, the volume has decreased 5% and, when the body weight has raised to four times, the volume has increased to 63%. The reversibility of the process is studied in case 3. It is known that bone tissue adaptation is an irreversible process. However, the numerical process used in this work shows a reversible process.
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**Figure 13.** Time evolution of the volume fraction. (a) Case 1: the stimuli (loads) are multiplied by 1.5 during 9000 days. (b) Case 2: the stimuli (loads) are reduced by 2/3 during 3000 days and, subsequently, increased 1.5 times. (c) Case 3: from case 1, the stimuli (loads) are held as the initials during 24,000 days.
5.4. Numerical Surgery and Remeshing

For the continuation of this work, a numerical surgery was performed in order to obtain an implanted femur. During real surgery, a part of the femoral bone is removed. First, the femoral head is removed by cutting through the femoral neck with a power saw. Then, special rasps are used to shape the hollow femur to the exact shape of the metal stem of the femoral component. Once the size and shape are satisfactory, the stem is inserted into the femoral canal. In the uncemented variety of femoral component the stem is held in place by the tightness of the fit interference into the bone (MMG 1999). These operations were numerically conducted with the virtual femur used in the previous sections. A titanium stem similar to the Tri-lock©/Dual-Lock© of DePuy Orthopedics® was used (see Figure 14).

The pos-operative geometry of the femur was discretized in 7224 hexahedral elements whose mesh is different of the original mesh (Figure 15(a)). Therefore, a technique for transference of properties (or remeshing technique) should be employed. The technique employed is based in the distance between the centre of the new element and the centre of the old elements, and can be written as (see Figure 15(b))

\[
X_f = \frac{\sum_{iElm} \left( \frac{V_{iElm}}{\text{dist}_{f \rightarrow iElm}} \right) x_{iElm}}{\sum_{iElm} \frac{V_{iElm}}{\text{dist}_{f \rightarrow iElm}}}
\]

where \( V \) is the element volume and \( \text{dist} \) define the distance between the centres of elements. This technique is simple and effective. Figure 15(c) shows the transference of the relative density between the different meshes.

![Figure 14](image1.png)  
**Figure 14.** A numerical surgery was performed in order to prepare the femur to receive a prosthesis. (a) Original femur; (b) femur after the removal of the femoral head and (b) the geometry of the titanium stem; (d) The coated and non-coated area of the titanium stem (\( E \approx 115 \) GPa).

![Figure 15](image2.png)  
**Figure 15.** The use of different meshes requires the use of a remeshing technique. (a) Domain discretization of the femur before and after the numerical surgery. The original 9408 hexahedral elements properties must be converted to the new 7224 elements; (b) Relative density contours for the old and new domain discretization; (c) The remeshing technique scheme.
5.5. New Boundary Conditions

The boundary conditions affect significantly the results. A modification of the applied loads direction and intensity in the implanted femur must be considered. The hip reaction joint (HRJ) and muscles forces are modified due to geometric alterations created by each type of arthroplasty. These alterations are due to the change of prosthesis head position and to the changes in direction and intensity of the joint contact forces [34,35]. The different position of the stems depends not only on the geometry of stem but also on the technical procedure of the total hip arthroplasty. The prosthesis does not restore the original position of the femur head, which makes the bending moments different from the physiological original ones. Therefore, the loads and momentum equilibrium system must be re-established. From the work of Ramos [35], considering the muscle forces unchanged, it was showed that the conditions that must be respected are the force equilibrium in the z-axis and the moments equilibrium in the x and y rotation axis [35]. The solution of the force and moment equilibrium system of equations is listed in Table 1.

Other authors [7,9,10] also performed the correction of the muscles force when carrying out in vitro studies of different behaviour stems.

5.6. Osteointegration and Bone Remodelling Results

For the remodelling and bone ingrowth test, a tangential relative displacement threshold of $C_{SLIP,\text{Limit}} = 50 \, \mu m$ is used. The conditions to maintain full osteointegration are $C_{Press,\text{Limit}} = 0.8 \, MPa$ and $C_{Shear,\text{Limit}} = 35 \, MPa$. The initial condition for the coated interface is set to contact with friction (coefficient of 0.3). The non-coated surfaces are considered as frictionless contact surfaces.

The osteointegration results (bone ingrowth), after 100 time increments, can be seen in Figure 16. The blue regions indicate where the bone ingrowth does not occur - there is a separation or a relative tangential displacement greater than 50 $\mu m$. The bone ingrowth and full osteointegration regions are in red. The green and orange regions indicate regions of bone ingrowth but with no full integration.

Table 2 summarizes the full osteointegration results. It should be noticed that there are zones with and without bone ingrowth on the coated zones. The results show higher bone osteointegration at regions 1 and 2. This can be explained by the direction of the applied load cases. However, for the time considered, bone integration was not achieved in half of the coated zone. These considerations corroborate clinical observations [7].

![Figure 16](image)

Figure 16. Osteointegration results after 100 time increments: (a) Full model and scale; Details of (b) lateral left and bottom; (c) Bottom and lateral right; (d) Top and lateral right and (e) Top and lateral left coated surfaces of osteointegration.

<table>
<thead>
<tr>
<th>Region</th>
<th>Region 1</th>
<th>Region 2</th>
<th>Region 3</th>
<th>Region 4</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Nodes</td>
<td>180</td>
<td>144</td>
<td>180</td>
<td>144</td>
<td>648</td>
</tr>
<tr>
<td>Nodes with full osteointegration</td>
<td>40</td>
<td>42</td>
<td>5</td>
<td>18</td>
<td>105</td>
</tr>
<tr>
<td>Partial % of osteointegration</td>
<td>22.2%</td>
<td>29.2%</td>
<td>2.8%</td>
<td>12.5%</td>
<td>16.2%</td>
</tr>
<tr>
<td>Total osteointegration</td>
<td>6.2%</td>
<td>6.5%</td>
<td>0.8%</td>
<td>2.8%</td>
<td>16.2%</td>
</tr>
</tbody>
</table>

Table 2. Surface areas of osteointegration and bone ingrowth.

The regions can be seen in Figure 17.
Figure 17 shows the bone density distribution for the implanted proximal femur after 100 time increments. Although the overall results show the loss of bone on a proximal region of the femur, a final relative volume fraction of approximately 70% was obtained. This high volume fraction must be evaluated considering that a fraction of the original bone was removed in the numerical surgery. The fraction removed (femur head) has low mean values of apparent density, therefore the remained part have higher mean volume fraction than the original bone. The region that decreased the initial global mean volume fraction, such as the intramedular cavity, is now occupied by the stem.

Comparing Figures 17 and 12, it is possible to observe the influence of the prosthesis in the density distribution. First, it is observed a global redistribution of density. In Figure 12, the zone with greater density is the diaphyseal zone, decreasing to the metaphyseal zone. Although the thickness of the cortical is thinner, in the implanted femur, there is no obvious decreasing of the volume fraction from the diaphyseal to the metaphyseal region near the region 4 of the implant. Relatively high bone density is seen in the region of front contact of the stem. The region where the head of the femur was resected also shows high bone density. The density evolution in this region is due to the proximity to the muscle forces (the major trochanter) and to the stem. Therefore, this region is subjected to high stresses. Some of the previous observations and the results of Figure 17 are similar to the results presented in [6,7] thought the shape and size of the stem are different.

Although a lack of clinical observations subsists, it can be stated that the prediction of the model is consistent with some clinical observations of the bone relative density distribution. The model presented in this work shows that osteointegration does not occur in all coated surface. This result is consistent with clinical observations [36-40] of 20% of fully osteointegration from partial coated recovered stems. The numerical results obtain by Viceconti et al. [12] to predict the secondary stability show higher values for the percentage of bonded surface, including partial or fully-bonded points. This difference can be attributed to the consideration of the bone remodelling scheme by this work, to the difference in the shape and size of the prosthesis and the coated zone. The numerical test conditions, such as the values for micromotions thresholds, were also considered different.

6. CONCLUSIONS

The remodelling scheme presented in this work is time dependent and reversible. The bone-remodelling scheme is numerically described by a time-dependent evolutionary procedure with anisotropic material parameters. The remodelling rate equation is obtained from the structural optimization task of maximizing the stiffness subject to a biological cost associated with metabolic maintenance of bone tissue in time. Results of bone adaptation process were presented. In this process, when the stimuli are increased, there is a production of bone mass. When they are reduced, the bone mass is absorbed. The model presented is in agreement with the generality of osteobiologic phenomenology. The time dependence is defined by the maximum density variation of bone. The maximum value of volume variation found by [28] was used in this work.

In this work, a computational model for bone remodelling around cementless (press-fit) stems with in growth control was also presented. The bone-prosthesis interface is modelled using a penalty contact formulation and the bone ingrowth regions are predicted using relative displacements and stresses criteria. During the process all the bone density, contact conditions and criteria verifications are updated. Therefore, the interface stiffness can evolve to reflect the bone ingrowth phenomenon. The interface stiffness increases with the osteointegration. When reaching full osteointegration, a complete glue interface connection is achieved.

The model presented was applied to a three-dimension finite element model of an implanted femur whose initial conditions, such as the bone density, were retrieved from the previous intact bone remodelling process by means of a remeshing technique. The information about the distribution of bone ingrowth and bone density can be given by the results. The bone-remodelling scheme shows that the introduction of a femoral prosthesis compels to a new bone density distribution. Although the distribution of bone densities obtained shows small loss of bone in proximal femur, it was observed an increasing of the bone density in the neighbourhood of the prosthesis.

Although a lack of clinical observations subsists, the predictions of the model agree with some qualitative clinical observations of the bone relative density distribution and agree with computational results presented by
other authors.
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