Finger-vein image recognition combining modified hausdorff distance with minutiae feature matching
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ABSTRACT
In this paper, we propose a novel method for finger-vein recognition. We extract the features of the vein patterns for recognition. Then, the minutiae features included bifurcation points and ending points are extracted from these vein patterns. These feature points are used as a geometric representation of the vein patterns shape. Finally, the modified Hausdorff distance algorithm is provided to evaluate the identification ability among all possible relative positions of the vein patterns shape. This algorithm has been widely used for comparing point sets or edge maps since it does not require point correspondence. Experimental results show these minutiae feature points can be used to perform personal verification tasks as a geometric representation of the vein patterns shape. Furthermore, in this developed method, we can achieve robust image matching under different lighting conditions.
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1. INTRODUCTION
Biometrics is the science of identifying a person using their physiological or behavioral features. Recently, vein pattern biometrics has attracted increasing interest from many research communities. Finger-vein recognition is a new biometric identification technology using the fact that different person has a different finger-vein pattern [2,3,4,5]. Compared with fingerprint recognition, the advantages of the finger-vein recognition are [1]: 1) Do not need to consider the condition of the skin surface and can prevent the artificial finger; 2) Increase the forgery difficulty by using the invisible features inside the human body which only appears under the infrared light; 3) Non-contact recognition has no bad effect on public health. The properties of uniqueness, stability and strong immunity to forgery of the vein pattern make it become a potentially good biometric which offers secure and reliable for person identification. A typical vein pattern biometric system consists of five processing stages [5]: image acquisition, image enhancement, vein pattern segmentation, feature extraction and matching. During the image acquisition stage, vein patterns are usually obtained using infrared imaging technologies. One method is using a far-infrared camera to acquire the vein pattern images of finger-vein [1,2,6]. In order to get the shape representation of the pattern, after obtaining the images, vein pattern is separated and extracted from the background. Finally, a robust image similarity measurement is imperative for matching images under different conditions. There are a number of previous methods based on Hausdorff distance function for image matching [7,8,9,10,11]. One of the most distinguished benefits of Hausdorff distance is that it does not require point correspondences between two objects or two images. Dubuisson and Jain [12] developed several modified Hausdorff distances (MHD) for comparing the edge maps computed from the gray-scale images. Paumard proposed a censored Hausdorff distance (CHD) for comparing binary images [13]. Takacs introduced the neighborhood function and associated penalties to extend the MHD for face recognition [14,24,25]. Guo et al. proposed a new modified Hausdorff distance which is weighted by a function derived from the spatial information of human face [15]. Furthermore, Lin et al. proposed modified Hausdorff distances with spatial weighting determined by eigenface features [16]. The eigenface-based weighting function provides more weighting on important facial features, such as eyes, mouth, and face contour. Zhu et al. employed an improved Gabor filter for computing edge maps and applied a weighted modified Hausdorff distance (WMHD) in a circular Gabor feature space for comparing images [17]. LingyuWanga applied the modified Hausdorff distance based matching scheme to the interesting points for comparing images [6].

This research is motivated by P. L. Hawkes et al [6].
In this paper, we utilize the modified Hausdorff distance (MHD) to analyze the spatial similarity between the minutiae feature sets. Experimental results indicate that these minutiae feature points can be used to perform personal verification tasks as a geometric representation of the vein patterns shape. Furthermore, we are able to achieve robust image matching under different lighting conditions.

2. PREPROCESSING OF INFRARED VEIN PATTERN IMAGES

2.1. Finger-Vein Pattern Database

Our finger-vein image capture device mainly consists of near-infrared light source, lens, cavum, light filter, image ingesting equipment. Vein patterns cannot be observed using normal, visible rays of light since they are beneath the skin’s surface. However, vein patterns can be viewed through an image sensor which is sensitive to near-infrared light (wavelengths between 700 and 1000 nanometers), because near-infrared light passes through human body tissues and are blocked by pigments such as hemoglobin or melanin. As hemoglobin exists densely in blood vessels, near-infrared light shining through causes the veins to appear as dark shadow lines in the near-infrared image. To obtain a stable finger-vein pattern, our light source adopts near-infrared light source with wavelength of 890 μm, the image ingesting part adopts near-infrared CCD camera with wavelength of 900 μm. Our finger-vein database comprises of 50 distinct subjects, each subject having ten different images, taken at different times and obtained from middle finger in the right hand. The images are subject to variations such as lighting. All the images are taken at a dark homogeneous background and the finger is in upright, frontal position (with a tolerance for some side movement). The images are 256 grey levels per pixel and normalized to 328×376 pixels. In our analysis, no pre-processing of the images was conducted. Example image of five subjects are shown in Figure 1(a).

2.2. The Image Normalization

The proportion of the vein area varies mostly at different time. And for the convenience in further study, the dimension size normalization is done in this paper. The vein image is defined as 64×96. That is to say the image zooming will be done. For the difference of acquisition time, light intensity and the personal palm thickness, the image gray scale distribution is different highly. If the image difference is great, the difficulty of image processing and matching will be increased. So the image must be normalized. All of the images must be converted to the standard image of the same mean and variance.

Figure 1. The vein image.
For dispelling the illumination effect, a method of gray scale normalization is adopted.

\[ p(i,j) = \frac{p'(i,j) - G_i}{G_2 - G_i} \times 255 \]  

(1)

where \( p'(i,j) \) is the gray scale value of original image; \( p(i,j) \) is the gray scale value after converted; \( G_i \) is the minimum gray scale of original image; \( G_2 \) is the maximum gray scale of original image. The configurations of parallel ridges and valleys with well defined frequency and orientation in a Finger Vein image provide useful information which helps in removing undesired noise. The sinusoidal-shaped waves of noise reduction and normalization.

\[ \mathbf{V}_x(i,j) = \sum_{u=-\frac{W}{2}}^{\frac{W}{2}} \sum_{v=-\frac{W}{2}}^{\frac{W}{2}} (2\partial_x^2(u,v)\phi_y(u,v)) \]  

(2)

\[ \mathbf{V}_y(i,j) = \sum_{u=-\frac{W}{2}}^{\frac{W}{2}} \sum_{v=-\frac{W}{2}}^{\frac{W}{2}} (2\partial_y^2(u,v) - \partial_x^2(u,v)) \]  

(3)

\[ \theta(i,j) = \frac{1}{2} \arctan\left( \frac{\mathbf{V}_x(i,j)}{\mathbf{V}_y(i,j)} \right) \]  

(4)

where \( \theta(i,j) \) is the least square estimate of the local ridge orientation at the block centered at pixel \( (i,j) \).

Mathematically, it represents the direction which is orthogonal to the dominant direction of the Fourier spectrum of the \( W \times W \) window.

\[ \phi_x(i,j) = \cos(2\theta(i,j)) \]  

(5)

\[ \phi_y(i,j) = \cos(2\theta(i,j)) \]  

(6)

where \( \phi_x(i,j) \) and \( \phi_y(i,j) \) are the \( x \) and \( y \) components of the vector field respectively. In the resulting vector field, the low-pass filtering can be performed as follows:

\[ \phi_x(i,j) = \sum_{u=-\frac{W}{2}}^{\frac{W}{2}} \sum_{v=-\frac{W}{2}}^{\frac{W}{2}} (h(u,v)\phi_x(i-u, j-v)) \]  

(7)

and

\[ \phi_y(i,j) = \sum_{u=-\frac{W}{2}}^{\frac{W}{2}} \sum_{v=-\frac{W}{2}}^{\frac{W}{2}} (h(u,v)\phi_y(i-u, j-v)) \]  

(8)

where \( h \) is a two-dimensional low-pass filter with unit integral and \( W_x \times W_y \) specifies the size of the filter.

4) Compute the local ridge orientation at \( (i,j) \) using

\[ O(i,j) = \frac{1}{2} \arctan\left( \frac{\phi_x(i,j)}{\phi_y(i,j)} \right) \]  

(9)

With this algorithm, a fairly smooth orientation field estimate can be obtained. Figure 2 shows the first example of the orientation image estimated with our algorithm in Figure 1.

\[ \mathbf{O}(i,j) = \frac{1}{2} \arctan\left( \frac{\phi_x(i,j)}{\phi_y(i,j)} \right) \]  

(9)

2.4. Gabor Filter

The configuration of parallel ridges and valleys with well defined frequency and orientation in a Finger Vein image provide useful information which helps in removing undesired noise.
Figure 2. Orientation fields using our method (\(W = 20\) and \(W_\theta = 10\)).

ridges and valleys vary slowly in a local constant orientation. Therefore, a band pass filter is used to tune the corresponding frequency. Moreover, orientation can efficiently remove the undesired noise and preserve the true ridge and valley structures. Gabor filters have both frequency-selective and orientation-selective properties and have optimal joint resolution in both spatial and frequency domains. Therefore, it is appropriate to use Gabor filters as band pass filters to remove the noise and preserve true ridge/valley structures.

The circular Gabor filter is an effective tool for texture analysis [20], and has the following general form:

\[
G(x, y, \theta, u, \sigma) = \frac{1}{2\pi\sigma^2} \exp \left\{ -\frac{x^2 + y^2}{2\sigma^2} \right\} \exp \left\{ 2\pi i (ux \cos \theta + uy \sin \theta) \right\}
\]

where \(i = \sqrt{-1}\), \(u\) is the frequency of the sinusoidal wave, \(\theta\) controls the orientation of the function, and \(\sigma\) is the standard deviation of the Gaussian envelope. To make it more robust against brightness, a discrete Gabor filter, \(G(x, y, \theta, u, \sigma)\), is turned to zero DC (direct current) with the application of the following formula:

\[
\tilde{G}(x, y, \theta, u, \sigma) = G(x, y, \theta, u, \sigma) \sum_{i=0}^{1} \sum_{j=-n}^{n} G(x, y, \theta, u, \sigma)
\]

(11)

Here \((2n+1)^2\) is the size of the filter. In fact, the imaginary part of the Gabor filter automatically has zero DC because of odd symmetry. The adjusted Gabor filter is used to filter the preprocessed images. In our system, we applied a tuning process to optimize the selection of these three parameters \(\theta = 0\), \(u = 1.5179\), \(\sigma = 0.1116\).

2.5. The Vein Extraction

The image segmentation is very important in the whole processing of finger vein recognition and it is very difficult. There are several image segmentation methods. The classic methods are threshold method [26], region growing method [27], relaxation method [28], edge detection method [29], split-merge algorithm [31] and so on. The modern methods are NN method [30], fuzzy clustering method [32] and so on. The different methods are adapted in the different application fields. There is no segmentation method fitting all images. So selecting the suitable segmentation method is very important. Therefore, we proposed a completely new method to segregate the vein image, the principle of the algorithm is as following:

Step 1: Convolution \(F_{\text{gray}}(i) (i=1, 2, \cdots, 8)\) of each pixel within the \(9\times9\) window in image were calculated by corresponding eight direction Operator (As shown in Figure 3). Then get the largest convolution \(G_{\text{max}}\) in eight directions.

\[
G_{\text{max}} = \max_{i} (F_{\text{gray}}(i)) \tag{12}
\]

Then, maximum \(G_{\text{max}}\) is gray value of the point \(\text{Gray}(m,n) = G_{\text{max}}\) \(\tag{13}\)

Step 2 Threshold segmentation

Step 2.1 The first threshold segmentation

\[
\text{Gray}(m,n) = \begin{cases} \text{Gray}(m,n) & \text{if } \text{Gray}(m,n) > 0 \\ 0 & \text{otherwise} \end{cases} \tag{14}
\]

\(G_{\text{mean}}\) is the average of non-zero elements in the image. \(\text{sum} (\text{Gray})\) and \(\text{Num}\) express the sum and number of non-zero elements respectively.

Step 2.2 The second threshold segmentation

\[
G_{\text{mean}} = \frac{\text{sum} (\text{Gray})}{\text{Num}} \tag{15}
\]

\(\text{Gray}(m,n) = \begin{cases} G_{\text{mean}} & \text{if } \text{Gray}(m,n) > G_{\text{mean}} \\ \text{Gray}(m,n) & \text{otherwise} \end{cases} \tag{15}\)

Step 2.3 Fuzzy enhancement

After the previous twice segmentation, then range of the gray value is \([0, G_{\text{mean}}]\), pseudo-vein characteristics and noise are likely to exist in the region, cleared the fuzzy part by using fuzzy enhancement operator. This will further reduce the noise and removed pseudo-vein. The algorithm are as following:

1) Calculate the degree of membership, namely:

\[
u_{mn} = G(\text{Gray}(m,n)) = \frac{\text{Gray}(m,n)}{K - 1} \tag{16}\]

2) Calculate the means \(T_{mn}\) of all the elements within \((2p+1)\times(2p+1)\) window
3) Calculate pixel gray \( \text{Gray}(m,n) \) and gray degree of membership \( u_{mn} \) adjusted within \((2p+1)\times(2p+1)\) window, its mathematical expression is

\[
\hat{u}_{mn} = \begin{cases} 
  u_{mn} \left( \frac{u_{mn}}{T_{mn}} \right)^{\gamma} & \text{if } u_{mn} \leq T_{mn} \\
  1 - \left( 1 - u_{mn} \right) \left( \frac{1 - u_{mn}}{1 - T_{mn}} \right)^{\gamma} & \text{if } u_{mn} > T_{mn}
\end{cases}
\]

(17)

Figure 3. The direction of the operator.

\[ \text{Gray}(m,n) = (K - 1)u_{mn} \]

Step 2.4 The third threshold segmentation

Use \((2p+1)\times(2p+1)\) window sliding in the original image, pixel gray value in the window center is \( \text{Gray}(m,n) \), then all the pixels within the window compose of a set as the following:

\[ S(i,j) = \{ f(m+k,n+l) \mid k,l = -p, \ldots, -1,0,1,\ldots,p \} \]
Obtained the average \( \text{Average}(S(m,n)) \) of all pixels in the window. Formula as follows

\[
\sigma(m,n) = \sqrt{\frac{1}{(2p+1)(2p+1)} \sum_{m=-p}^{p} \sum_{n=-p}^{p} (\text{Gray}(m,n) - \text{Average}(S(m,n)))^2}
\]

\[
T(m,n) = \text{Average}(S(m,n)) + \alpha \times \sigma(m,n)
\]

So each pixel of images has a threshold value. The binary images obtained by the each respective threshold values are

\[
\text{Gray}(m,n)' = \begin{cases} 
1 & \text{if } \text{Gray}(m,n) > T(m,n) \\
0 & \text{otherwise}
\end{cases}
\]

Obtaining the final image \( \text{Gray}(m,n)' \) only containing the vein characteristics.

It is obvious that the grain of the original image has been got as Figure 4. The effect is comparatively ideal. Median filtering method can eliminate burrs and make the borderline smooth. In addition, because the result of the new threshold dispose algorithm inducts massive noises, these noises are wiped off according to the size of them in this paper. The effect of filtering is as shown in Figure 5.

### 2.6. Image Thinning

In this paper, we thin the vein image using the combination method of general conditional thinning and templates. Get rid of the special un-single pixel point after the general conditional thinning.

a) The conditional thinning algorithm [22]

Region points are assumed to have value 1 and background points to have value 0. The method consists of successive passes of two basic steps applied to the contour points of the given region, where a contour point is any pixel with value 1 and having at least one 8-neighbor valued 0. With reference to 8-neighborhood notation shown in Figure 6, Step 1 flags a contour point \( p_1 \) for deletion if the following conditions are satisfied:

\[
\begin{align*}
(a) & \quad 2 \leq N(p_1) \leq 6 \\
(b) & \quad T(p_1) = 1 \\
(c) & \quad p_2 \cdot p_3 \cdot p_6 = 0 \\
(d) & \quad p_4 \cdot p_5 \cdot p_6 = 0
\end{align*}
\]

where \( N(p_1) \) is the number of nonzero neighbors of \( p_1 \), that is,

\[
N(p_1) = p_2 + p_3 + \cdots + p_8 + p_9
\]

And \( T(p_1) \) is the number of 0-1 transitions in the ordered sequence \( p_2, p_3, \cdots, p_8, p_9, p_2 \). For example, \( N(p_1) = 4, \ T(p_1) = 3 \) in Figure 7.

In step 2, conditions (a) and (b) remain the same, but conditions (c) and (d) are changed to

\[
\begin{align*}
(c') & \quad p_2 \cdot p_3 \cdot p_6 = 0 \\
(d') & \quad p_4 \cdot p_5 \cdot p_6 = 0
\end{align*}
\]

Thus one iteration of the thinning algorithm consists of: 1) applying step 1 to flag the remaining border points for deletion; 2) deleting the flagged points; 3) applying step 2 to flag the remaining border points for deletion; (4) deleting the flagged points. This basic procedure is app-
lied iteratively until no further points are deleted, at which time the algorithm terminates, yielding the skeleton of the region.

b) The improved thinning algorithm
The improved thinning algorithm is on the base of the conditional thinning. On the conditional thinning image, the template algorithm is added to get rid of the un-single pixel point in this paper.

For the case of Figure 8, the un-single pixel point is pointed by the red line. The un-single pixel point is superabundance points in the image. There are two methods to get rid of it. One is that the image can still be assured the connectivity after getting out of these points. These points can be deleted according to the connection of 4-neighborhood and 8-neighborhood. The other uses the method of templates. The templates are as follow Figure 9. The center of template is the reference point.

The center of template is the reference point *. “1” is the point of target image, “0” is the point of background image, the points of Figure 6 which satisfy conditions will be dispelled by the templates Me, Mf, Mg, Mh. Do iteration based on the conditional thinning image until the un-single pixel points of the first class are dispelled completely.

c) Burr cutting
The noise and shadow of original finger vein image will produce “Burr” in the skeleton image, and it will affect the following processing. “Burr” can be dispelled by recording the amount of the un-single pixel points from each endpoint to the bifurcation points, and then select a threshold. The value of the un-single pixel points whose amount is less than threshold amounts 0, contrarily, the value keeps constant. Image thinning is shown in Figure 10.

3. EXTRACTION OF MINUTIAE POINTS
The branching points and the ending points in the vein pattern skeleton image are the two types of critical points to be extracted. To obtain the junction points from the skeleton of vein patterns, we run the following pixel-wise operation commonly known as the cross number concept [21]: For a 3×3 region (as follow Figure 11), If $p_0$ is 1, and the number of transition
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\[ N_{trans} \text{ between 0 and 1 (and vice versa) from } p_1 \text{ to } p_6 \text{ is greater than or equal to 6, then } p_0 \text{ is a junction point. Mathematically, this can be expressed with the following equation:} \]
\[ N_{trans} = \sum_{i=1}^{k} |p_{i} - p_{i+1}|, \text{ where } p_6 = p_1 \]

A similar approach can be applied to find the ending points. The difference is that the number of transition for an ending point is now exactly 2. The flowchart of the fingerprint enhancement algorithm is shown in Figure 12 and experimental process is shown in Figure 13.

![Flowchart of the proposed finger-vein processing algorithm.](image)

![Outputs of different stages of the algorithm.](image)
4. EXPERIMENT RESULT

Experiment on our finger-vein dataset: In this section, three experiments conducted to demonstrate the performance of the proposed method for object recognition. Our finger-vein database comprises of 50 distinct subjects, each subject having 10 different images, taken at different times. The images are subject to variations such as lighting. All the images are taken against a dark homogeneous background and the Finger are in upright, frontal position (with a tolerance for some side movement). The images are 256 grey levels per pixel and normalized to 328 × 376 pixels. These images are pre-processed by our method before matching experiment.

4.1. Verification Using MHD

Many techniques can be applied to the analysis of minutiae of vein pattern in a similar manner to those applied to fingerprint minutiae. However, due to the fact that the number of minutiae for the vein pattern is relatively small compared to those for fingerprints, analysis based on geometrical information is preferred to statistical features. Since the vein pattern is represented as a set of two-dimensional points, matching of a pair of such pattern can be achieved by measuring the Hausdorff distance between the two minutiae sets.

The original Hausdorff distance was proposed for comparing two binary images by Huttenlocher et al. [23]. The computation of Hausdorff distance does not require point correspondences between the two point sets. They proposed efficient computational algorithms for speeding up the process of finding similar patterns in an image by searching the regions with the smallest Hausdorff distances in the image [6]. For two point sets

\[ X = \{x_1, x_2, x_3, \ldots, x_N_x\} \quad \text{and} \quad Y = \{y_1, y_2, y_3, \ldots, y_N_y\}, \]

Eqs. (25) and (26) give the definition for a Hausdorff distance, where \( HD \) and \( h \) are the undirected and directed Hausdorff distance for the two point sets, respectively. The smaller the value of \( HD \), the more similar the two point sets are

\[
\begin{align*}
HD(X,Y) &= \max(d(X,Y),d(Y,X)) \\
d(X,Y) &= \max \min \| x_i - y_j \|
\end{align*}
\]

However, the original Hausdorff distance method is sensitive to small perturbations in point locations for shape alignment. To overcome the weakness of the Hausdorff distance, the modified Hausdorff distance (MHD) [12] for matching two objects is developed and has the following desirable properties: 1) its value increases monotonically as the amount of difference between the two sets of points increases, and 2) it is robust to outlier points that might result from segmentation errors. Unlike the original form, the undirected MHD is defined as in Eq. (27)

\[
d(X,Y) = \frac{1}{N_x} \sum_{x_i \in X} \min_{y_j \in Y} \| x_i - y_j \|
\]

Figure 13 shows the false acceptance rate (FAR) and false rejection rate (FRR) curves, from which it can be seen that when the threshold value for the distance measure HD is 0.52, the equal error rate (EER) is approximately 14.51%. An experiment with the MHD was carried out on the same data set, and the algorithm achieves 0.761% EER (as shown in Figure 14).

(a) Genuine and imposter distributions and (b) Error rate for minutiae recognition using the original form of Hausdorff distance (EER = 14.51% where the threshold is observed to be 0.52)

Figure 13. Verification test results.
4.2. Verification Using Shape of the Vein Patterns

To verify that minutiae points can best represent the shape of the vein patterns for vein recognition, in the following, we show some experimental results of applying the proposed robust image matching algorithm to the skeleton representation of the vein pattern. The experiments utilize the same MHD to measure the similarity. Figure 15 shows FAR and FRR curves, from which it can be seen that when the threshold value for the distance measure HD is 0.41, the equal error rate (EER) is approximately 7%. Table 1 contains the results for the evaluation, which shows that while the shape of the vein patterns can reach relatively high recognition accuracy, the minutiae can further increase the accuracy and require less time.

4.3. Two Types of Minutiae

To evaluate the usefulness of the two types of minutiae, namely bifurcation and ending points, we carried out three sets of personal verification experiments: firstly with the bifurcation points only, and then with ending points only, and finally the combination of the two minutiae types. The three sets of experiments utilize the same MHD to measure the similarity. Table 2 contains the results for the evaluation, which shows that while the bifurcation and ending points can reach relatively high recognition accuracy, the combination of the two minutiae can further increase the accuracy, which is advantage especially when high feature discriminating power is desired for a large population group.
Table 1. Minutiae and shape of the vein patterns evaluation using MHD.

<table>
<thead>
<tr>
<th>Pattern Type</th>
<th>Equal error rate (%)</th>
<th>Threshold value</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape of the vein patterns</td>
<td>7</td>
<td>0.41</td>
<td>6.5</td>
</tr>
<tr>
<td>Combination of both minutiae</td>
<td>0.761</td>
<td>0.43</td>
<td>2.2</td>
</tr>
</tbody>
</table>

Table 2. Minutiae evaluation using MHD.

<table>
<thead>
<tr>
<th>Pattern Type</th>
<th>Equal error rate (%)</th>
<th>Threshold value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bifurcation points only</td>
<td>9.20</td>
<td>0.48</td>
</tr>
<tr>
<td>Ending points only</td>
<td>8.89</td>
<td>0.46</td>
</tr>
<tr>
<td>Combination of both minutiae</td>
<td>0.761</td>
<td>0.43</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

This paper proposes a novel method applicable to finger-vein recognition. Firstly, we extract the features of the vein patterns for recognition. Secondly, the minutiae features are extracted from the vein patterns for recognition, which include bifurcation points and ending points. These feature points are used as a geometric representation of the shape of vein patterns. Finally, the modified Hausdorff distance algorithm is proposed to evaluate the discriminating between all possible relative positions of the shape of vein patterns. Experimental results show the equal error rate (EER) reaches 0.761% where the threshold value for the distance measure HD is observed to be 0.43. This result indicates the minutiae features in the vein patterns can be used as a feature sets in the personal verification applications efficiently.

Though the current database is relatively small and it is not adequate to draw any firm conclusion on the discriminating power of vein patterns for a large population (in terms of millions of users) group, the experiments do show the potential of the minutiae of the vein patterns as a biometric feature for personal verification applications in a reasonable sized user group. The results presented here indicate, as a new identity authentication technology, the vein recognition has a better long term potential, need to be studied further, and can be applied to the lives of people better.
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