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Abstract
To reduce the feedbacks between access point and all nodes in lossy wireless networks, a clustered system model consisting of a cluster head and multiple common nodes is investigated. Network coding has been proposed for more efficient retransmissions in reliable multicast. However, in existing schemes the access point retransmits coded packets, which causes severe delay and considerable feedbacks. In this paper, an XOR scheme based on clustered model is presented. For this scheme, the cluster head broadcasts combined packets by XORing lost packets appropriately to recover lost packets locally. We also analyze the performance in terms of expected number of transmissions. Simulation results verify theoretic analysis. And our results show that proposed XOR offers a compromise between ARQ and random linear network coding.
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1. Introduction
In wireless networks, multicast is an effective way to distribute information from a source to multiple destinations due to the wireless broadcast nature [1]. As fading is intrinsic in wireless links and different destinations may endure independent signal fading, it is hard to guarantee reliable transmissions for all destinations. Automatic repeat request (ARQ) is an existing approach to transmit information reliably and effectively over an error-prone network [2]. However, we can note that if a packet is not received successfully, it will be retransmitted. Using ARQ in reliable multicast, we can easily find that it may cause severe delay and considerable feedbacks, especially with a large number of destinations or high loss probability of broadcast channel. In this paper, we mainly focus on designing a practical and simple multicast protocol in lossy wireless networks.

Data packets are transmitted by store-and-forward mechanism in traditional networks. Network coding is the generalized approach to packet routing that allows an intermediate router to encode an outgoing packet by mixing multiple incoming packets appropriately [3]. Recently, network coding has been applied to wireless networks and received significant attention to improve multicast efficiency while guaranteeing reliability [4,5], such as XOR, random linear network coding (RLNC) schemes. In [4], Katti et al. implemented a simple XOR-based testbed deployment in multi-hop wireless networks and showed a substantial network throughput over the current approach. In [6], transmission strategies were designed for a source and multiple destinations network by XORing a maximum set of lost packets from different receivers. In [7], the authors presented a multicast protocol with network coding exploiting a relay to further improve throughput. In [8], XOR Rescue (XORR) was proposed to solve the feedback overhead. The access point (AP) in XORR probabilistically estimated reception status based on the Bayesian-learning estimation technique. This scheme was hard to make a trade-off, as it depended on many dynamic parameters such as the number of users and wireless channel conditions [5] quantified the reliability benefit of RLNC in lossy wireless networks by computing the expected number of transmissions. But it did not consider the complexity and overhead of the feedback mechanism. And random linear network coding scheme was difficult to implement yet. For energy-limited wireless networks such as wireless sensor networks (WSNs) or mobile ad-hoc networks (MANETs), a practical and simple reliable multicast protocol was more important for uninterrupted data transmission without replenishing batteries frequently.

In traditional reliable multicast of the lossy wireless
networks, all nodes send the feedback messages to the access point. In this paper, the nodes are divided into several clusters. Only the cluster head sends the feedback to the access point, which can greatly reduce the amount of feedbacks between the access point and all nodes. Moreover, to take full advantage of the feedback messages from common nodes, the cluster head combines lost packets appropriately to help common nodes recover lost packets locally. We present an XOR scheme based on clustered model and analyze the performance in terms of expected number of transmissions. And we select ARQ and RLNC in simulation results for comparison.

This paper is organized as follows. Section 2 provides the system model and protocol description in detail. In Section 3, we present some theoretical analysis on the performance of ARQ and XOR. In Section 4, simulation results and discussions are presented. Finally, we conclude the conclusions in Section 5.

2. System Model and Protocol Description

In a typical data multicast transmission from AP to a lot of nodes, the nodes are divided into several clusters. As depicted in Figure 1, our system model is the scenario where the AP broadcasts the packets to a single cluster, which consists of a cluster head (CH) and K common nodes (CNs). The cluster head takes responsibility to deliver the packet to common nodes in the cluster. Namely, common node can not communicate with the other common nodes and communication links only exist between the CH and CNs. The AP can be considered as an unmanned aerial vehicle (UAV) or stratospheric telecommunication platform, which conveys the information to the nodes on the ground. Due to high signal attenuation, communications from the AP to the nodes suffer from high loss rates. However, the communications among the nodes on the ground always experience good channel quality. So the nodes on the ground can cooperate together to recover lost packet locally.

A three-phase transmission mechanism for reliable packet delivery from the AP to all nodes is considered in this paper. In the first phase, the AP broadcasts a sufficient number of packets to all nodes in the cluster such that every packet is received by at least one of the nodes. For each packet, every CN sends an ACK (ACKnowledgment) message or NACK (Negative ACKnowledgment) message to the CH after the AP’s transmission. If there is at least one of successful receivers in the cluster, the CH sends an ACK message to the AP. If none of the nodes receives the packet successfully, the CH sends a NACK message to the AP and then the AP retransmits the lost packet. The second phase depends on whether the CH receives the all packets successfully. If the CH receives the all packets successfully, the second phase has already achieved. If not, the CH chooses cooperative cluster head (CCH) from the nodes which receive correctly. Then the CCHs send corresponding packets to the CH until the CH has the all packets. During the third phase, the CH helps all CNs recover the lost packets.

For ARQ, the CH multicasts the corresponding lost packets such that all CNs receive the all packets in the third phase. That is, one lost packet transmission is completed if every CN has this packet.

For XOR, the CH multicasts the combined packets by XORing different lost packets appropriately in the third phase. Let M denote the packet number of a data block. After the first phase, the CH sets up a feedback matrix \( F_{K \times M} \) according to the ACKs/ NACKs from the CNs, where \( F(i, j); i = 1,2,\cdots K, j = 1,2,\cdots M \) denotes whether CN i receives packet j successfully. If node i receives packet j successfully, \( F(i, j) = 0 \) and if not, \( F(i, j) = 1 \). According to the feedback matrix, the CH forms a combined packet by XORing a maximum set of the lost packets from different common nodes. In this way, the number of the packets for transmission from the CH to all common nodes is reduced. For instance, as shown in Figure 2, a feedback matrix for three common nodes and data block size \( M = 9 \) is given. The combined packets are \( 1 \oplus 3, \ 4 \oplus 5 \oplus 6, \ 7 \oplus 8 \) and 9. Hence, Only 4 packets need to be sent, compared to 8 transmissions without network coding.

We define \( C \) as the set of packet sequences for a new combined packet. The set \( R \) denotes the searched rows. The set \( E \) denotes the packet sequences avoiding the decoding failure which can’t be chosen as an element of the set \( C \). For K CNs and data block size \( M \), the

\[
F_{3 \times 9} = \begin{pmatrix}
1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

Figure 2. An example of feedback matrix for three common nodes and \( M = 9 \).
detailed algorithm for general combination of lost packets is given in Algorithm 1.

Algorithm 1:

Input: \( F_{i,j} \)

\( C \leftarrow \phi \) \quad \( E \leftarrow \phi \) \quad \( R \leftarrow \phi \)

Find a row \( i \) of \( F_{i,j} \) where \( \max \{ \text{sum}(F(i,:)) \} \)

Find a column \( j \) of the row \( i \) with \( F(i,j)=1 \), and \( C \leftarrow C \cup \{j\} \)

foreach \( i \in \{1,2,\ldots,K\} \) do

if \( F(i,j)=1 \) then \( R \leftarrow R \cup \{i\} \)

foreach \( j \in \{1,2,\ldots,M\} \) do

if \( F(i,j)=1 \) then \( E \leftarrow E \cup \{j\} \)

foreach \( n \in \{1,2,\ldots,M\} \) do

if \( n \in \{1,2,\ldots,M\} \) then \( E \leftarrow E \cup \{n\} \)

foreach \( i \in \{1,2,\ldots,K\}/R \) do

if \( F(i,n)=1 \) then \( C \leftarrow C \cup \{n\} \)

foreach \( j \in \{1,2,\ldots,M\} \) do

if \( F(i,j)=1 \) then \( E \leftarrow E \cup \{j\} \)

Output: \( C \)

Through clustering the nodes, the amount of feedbacks can greatly reduce between all nodes and the AP. For ease of performance analysis, in this paper, we assume all ACKs/NACKs are instantaneous and reliable. Transmissions from the AP, over a wireless link to all nodes on the ground, are subject to random losses. We assume that losses for all nodes are described by independent Bernoulli processes with parameter \( p_0 \). Similarly, local transmissions between CH and CNs are subject to random losses, where the loss process is Bernoulli with parameter \( p_1 \). In practice, the channels between AP and all nodes have relatively lower channel gains than the corresponding channels among the nodes, that is \( p_0 \ll p_1 \).

3. Performance Analysis

In this section, we provide theoretical analysis on the number of transmissions per packet for ARQ and XOR. With three phase model, \( N \), the number of transmissions per packet, includes three components of \( X \), \( Y \) and \( Z \).

\( X \) and \( Z \) separately denote the number of transmissions in three different phase. For ARQ, \( N = X + Y + Z \). For XOR, \( N \) is given by \( N = \frac{(X+Y+Z)}{M} \).

3.1. Distribution of the Number of Transmissions

1) ARQ Performance

In the first phase, the probability distribution function of \( X \) is given by [5]:

\[
P(X \leq x) = 1 - p_0^{(K+1)x} \tag{1}\]

In the second phase, we have

\[
P(Y \leq y) = p_0(1-p_1^y) + (1-p_0) \times 0 = p_0(1-p_1^y) \tag{2}\]

Let \( W \) denote the number of common nodes that have received a copy of the packet. The probability distribution of \( W \) can be expressed as

\[
P(W = w) = \binom{K}{w} (1-p_0)^w p_0^{K-w} \tag{3}\]

Hence, we can obtain that the probability distribution function of \( Z \) is

\[
P(Z \leq z) = \sum_{w=0}^{K} P(W = w) P(Z \leq z | W = w) \]

\[
= \sum_{w=0}^{K} \binom{K}{w} (1-p_1) p_0^{K-w} (1-p_0)^w (1-p_1^z) \tag{4}\]

2) XOR Performance

The probability that a packet transmitted by the AP is received by at least one node in a cluster is given by \( 1 - p_0^{K+1} \). Similar to the first phase of RLNC [5], \( X \) has a negative binomial distribution with success probability \( 1 - p_0^{K+1} \). Therefore, the probability distribution of \( X \) is

\[
P(X = x) = \binom{x-1}{M-1} (1-p_0^{K+1})^M p_0^{(K+1)(x-M)} \tag{5}\]

In the second phase, the CH assigns the CCHs to transmit lost packets according to feedback matrix. Let a random variable \( U \) denote the number of packets successfully received by the CH. The probability distribution of \( U \) can be computed as

\[
P(Y = y) = \sum_{U=0}^{M} P(Y = y | U = u) P(U = u) \tag{6}\]

where

\[
P(Y = y | U = u) = \binom{y-1}{M-u-1} (1-p_1)^{y-M-u} p_1^{y-M-u} \quad \text{and} \quad P(U = u) = \binom{M}{u} (1-p_0)^u p_0^{K-u}. \]

In the third phase, CH broadcasts the combined pack-
ets to CNs. When data block size $M$ goes to $\infty$, the number of transmissions is dominated by the CN which has the maximum lost packets [6]. For ease of analysis, we assume that at least one CN has lost $M$ packets. Therefore, the expectation of $Z$ is

$$\lim_{M \to \infty} \frac{1}{M} E[Z] = \frac{1}{1 - \rho_1}$$  \hspace{1cm} (7)

### 3.2. Asymptotic Analysis

1) **ARQ Performance**

The average number of transmissions in the first and second phase is separately given by:

$$E[X] = \sum_{x=0}^{\infty} P[X > x] = \frac{1}{1 - \rho_0} K + 1$$ \hspace{1cm} (8)

and

$$E[Y] = \sum_{y=0}^{\infty} y P(Y = y)$$

$$= \sum_{y=0}^{\infty} y \left[ P(Y \leq y) - P(Y \leq y - 1) \right] = \frac{\rho_0}{1 - \rho_1} K$$ \hspace{1cm} (9)

The average number of CNs receiving the packet successfully is

$$E[W] = \sum_{w=0}^{K} w P[W = w] = (1 - \rho_0) K$$ \hspace{1cm} (10)

To simplify the analysis, the number of CNs receiving the packet unsuccessfully is replaced by its mean value, i.e., each packet from CH is required by $\rho_0 K$ CNs. Based on the analysis [5], the expected number of transmissions is

$$\lim_{K \to \infty} E[Z] = \frac{\ln \rho_0 K}{-\ln \rho_1} + \frac{\gamma}{-\ln \rho_1} + \frac{1}{1 - \rho_1} + \frac{1}{\ln \rho_1} = \Theta(\log(p_0 K)) = \Theta(\log(K))$$ \hspace{1cm} (11)

where $\gamma$ is Euler’s constant. Therefore, for ARQ, the expected number of transmissions per packet scales as $\Theta(\log(K))$.

2) **XOR Performance**

In the first phase, we can obtain

$$\lim_{M \to \infty} \frac{1}{M} E[X] = \frac{1}{1 - \rho_0} K + 1$$ \hspace{1cm} (12)

The expectation of $U$ can be computed as

$$E[U] = \sum_{u=0}^{M} u P[U = u] = (1 - \rho_0) M$$ \hspace{1cm} (13)

For simplicity, we assume the number of packets successfully received by the CH is $E[U]$. It is also obtained that

$$\lim_{M \to \infty} \frac{1}{M} E[Y] = \frac{\rho_0}{1 - \rho_1}$$ \hspace{1cm} (14)

Hence, for XOR, the expected number of transmissions per packet scales as $\Theta(1)$ according to (7), (12) and (14).

### 4. Simulations

In this section, simulation results on the expected number of transmissions for different schemes are discussed. For ARQ, Figure 3 shows the expected number of transmissions for a wide range of values of $K$ and different loss probabilities. The horizontal axis shows $2\log_2 K$, and it can be seen that the four curves are very close to straight line. Hence, the simulation results validate the logarithmic scale. For XOR, the expected number of transmissions for data block size $M = 128$ versus different loss probabilities is shown in Figure 4. The expected number of transmissions approaches a constant value with increasing the number of CNs.

Figure 5 and Figure 6 show that the expected number of transmissions for different schemes with $p_0 = 0.5$, $p_1 = 0.05$ and $p_0 = 0.5$, $p_1 = 0.2$, respectively. As seen, XOR offers a compromise between ARQ and RLNC. An interesting observation is that the expected number of transmissions for XOR is almost close to ARQ with 32 CNs. When $K = 8$, XOR can obtain the best performance gain. For different probabilities and data block size, an open problem arises as to how many CNs to make XOR achieve maximal performance gain over ARQ. For XOR and RLNC with $M = 32, 64, 128$, it can be seen that the expected number of transmissions reduces with increasing data block size. Similar to RLNC, XOR has the same result that a moderate block size suffices to obtain the advantage applying network coding.

---

Figure 3. The performance of ARQ for different probabilities.
5. Conclusions

In this paper, we investigated network coding for reliable multicast and presented an XOR scheme based on clustered model in lossy wireless networks. Instead of access point, cluster head retransmits the combined packets to recover the lost packets for multiple common nodes. We provide theoretical analysis in terms of expected number of transmissions and extensive simulations. Simulation results show that proposed XOR can achieve maximal performance gain with some common nodes for different probabilities and data block size. And our XOR can offer a compromise between ARQ and RLNC. It must be emphasized, however, that clustered network was considered in this paper. In the future, the extension to a decentralized network is an interesting topic in lossy wireless networks, which requires further research.
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