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Abstract

Communication over wireless links identifies significant challenges for routing protocols operating. This paper proposes a Cross-layer design based Multipath Routing Protocol (CMRP) for mobile ad hoc networks, by means of the node energy signal from the physical layer. The purpose is to optimize routing decision and path quality. The nodes’ mobility behavior is predicted using a notion of “Signal Fading Degree, SFD”. Especially, in combination of the IEEE 802.11e standard at the MAC layer, we determine that the IEEE 802.11e makes a significant contribution to performance improvement of CMRP. Performance evaluation of AODV in legacy 802.11 and CMRP in IEEE 802.11e shows that, as a function of speed of node mobility, a tremendous reduction achieved, in metrics such as the average end-to-end delay, route overhead, route discovery frequency, normalized routing load – almost more than 80%, 40%, 40%, and 40%. In the case of varying number of sessions, the reduction for route discovery frequency and normalized routing load are up to 70% and 80%.
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1. Introduction

Technologies such as IEEE 802.11 wireless LANs (WLANs) have revolutionized the way people think about networks, by offering users freedom from the constraints of physical wires. Mobile users are interested in exploiting the full functionality of the technology at their fingertips, as wireless networks bring closer the “anything, anytime, anywhere” promise of mobile networking [1,2].

Routing in wireless mobile ad hoc networks (MANETs) has been an active area of research for many years [3, 4]. A MANET is an autonomous network that can be formed without (necessarily) using a pre-existing infrastructure. The characteristics such as self-organizing make MANETs be prevalent today and be continued growth in popularity. Without centralized administration, individual nodes in MANETs are responsible for dynamically discovering which other nodes they can directly communicate with. A key assumption is that not all nodes can directly communicate with each other, so mobile nodes forward packets for each other, that is, multi-hop, allowing communication among nodes outside wireless transmission range. The node mobility, dynamic topology and the fundamentally limited capacity of the wireless medium, together with wireless transmission effects such as attenuation, multipath propagation and interference, combine to create significant challenges for routing protocols operating.

Firstly, recent research shows, that the single routing protocol reflects some limitations in case of highly dynamic network topology and strictly limited resources. One observation of single routing AODV [5] is that, though the source actually discovers multiple paths during the route discovery process, it chooses only the shortest delay route and discards the rest. Also, frequent route breaks cause the intermediate nodes to drop packets because no alternate path to the destination is available. Therefore, multipath routing algorithms have drawn researchers’ attention. The multipath routing allows
building multiple paths between a source-destination pair. It can provide benefits such as fault tolerance, load balancing, bandwidth aggregation, and improvement in QoS metrics such as delay [7–25].

Another key issue is cross-layer optimization. For MANETs protocol design, the physical layer must adapt to rapid changes in link characteristics, the MAC layer needs to minimize collisions and allow fair access, the network layer needs to make a routing decision for effective data delivery to the destination, and so on. The cross-layer design is desirable for improving performance in MANETs, since the methodology of layered protocol design does not necessarily lead to an optimum solution for dynamic environment. Under the layered protocol design, MANET routing protocols are unable to retrieve energy and location information from the underlying data link layer and physical layer and, thus, unable to calculate routes based on such information. In this work, we use cross-layer design to refer to protocol design and optimization, that is, make use of the node energy signal from the physical layer to optimize routing decision.

Finally, the IEEE 802.11e standard was developed to offer QoS capabilities to WLANs (e.g. MANETs), offering significant improvements to multimedia traffic [26]. MANETs will also benefit from this new technology since the most widely deployed and used wireless interfaces are IEEE 802.11 based. Currently, relatively little research work has focused on interaction between IEEE 802.11e and multipath routing protocols. In this work, the performance of CMRP gain obtained from IEEE 802.11e is demonstrated, by means of a series of simulation experiments.

Based on cross-layer design, we propose a multipath routing protocol (CMRP), in consideration of IEEE 802.11e technology, to improve dynamic multi-hop routing performance for MANETs. CMRP uses signal strength information to optimize routing decision and path quality. The purpose of this work is to ensure wireless multi-hop network performance improvement. Our simulation results demonstrate that, in combination of the IEEE 802.11e standard at the MAC layer, CMRP provides significant performance improvement in terms of average end-to-end delay, route overhead, route discovery frequency and packet loss as well.

The remainder of this paper is organized as follows. Section 2 discusses related work on current MANETs routing protocols. Section 3 proposes the cross-layer optimized multipath routing protocol and presents the details of its implementation. Section 4 discusses that the performance improvement of CMRP using IEEE 802.11e standard. Section 5 involves thorough analyses and evaluation of the CMRP performance in simulation methodology. Finally, Section 6 concludes the paper.

2. Related Work
to poor throughput. Therefore, the routing algorithm can select better paths by explicitly taking into account the quality of wireless links. We design the schemes for path storage and selection in consideration of this idea.

For interaction between IEEE 802.11e and routing protocols, in [26] Carlos T. Calafate et al. exposed results related to the interaction of AODV/DSR and the IEEE 802.11e technology in terms of throughput and normalized routing load in order to assess the improvements resulting from the IEEE 802.11e. In this work, we use IEEE 802.11e as the protocol of MAC sublayer to improve the performance of CMRP.

To the best of our knowledge, currently, relatively little research work has focused on interaction between IEEE 802.11e and multipath routing protocols. This paper is, based on cross-layer design, aimed at a multipath routing protocol for IEEE 802.11e MANETs. We refer to our work as an enhanced version of AODV, focusing on the performance improvement of overall network.

3. A Cross-Layer Based Multipath Routing

The main idea in CMRP is to compute multiple power-aware paths during route discovery. It is designed primarily for highly dynamic ad hoc networks where link failures occur frequently. CMRP stores and selects the paths according to signal strength. That is, it stores multiple SDFs of path on receiving routing message from the same source node, and selects a path also with largest SDF when transmitting data (see Subsection 3.1 for details). As a result, data packets are able to travel along the stable path. Especially, we deduce that the path with the largest SDF is also an energy-efficient path, since it can reduce signal attenuation for packets sending.

We describe the CMRP from the following two aspects. At first, a policy to predict the node mobility behavior is suggested. Then, the process of CMRP routing establishment and maintenance are presented on the basis of mobility prediction. At the same time, we discuss the power-saving characteristic based on routing mechanism as mentioned above.

3.1. Node Mobility Prediction

It is well known that the radio signal gets weaker as it propagates. In a simulation environment, the node energy signal strength is able to indicate the distance between the sending node and the receiving node, as well as the quality and stability of the link to certain extent. In a realistic environment, however, an estimation of distance using signal strength may introduce errors, but we still can deduce node mobility behavior and the relative distance between a node and its neighbor via measuring signal fading. For example, we can deduce if the moving nodes lead to the link interruption in a short time. The hopcount in traditional routing protocols does not reflect the nodes’ relative location exactly. In a link with weak signal strength, a few hopcounts may lead to numerous packets loss. Therefore, using multipath routing will be not worth the candle if the paths are not chosen appropriately. We store and choose the paths according to the signal strength from the physical layer.

The severe signal fading is one of the characteristics in wireless communication. We use “Signal Fading Degree, SFD” to predict the node mobility, i.e., the distance between the sending node and the receiving node. The smaller the SFD is (the weaker the signal is) and the further the distance is, and the higher the probability of link interruption is. Formula (1) defines SFD of the node, which is transmitted by routing message (see Section 3.2 for details). This Formula gives a measure of the relative stability between two serial nodes in the entire path.

$$SDF_{node} = \frac{RP_{node} - TP_{node}}{TP_{node}} \quad (1)$$

where RP denotes the remaining node energy. TP represents a fixed energy consumption of every efficient data packet sending. The accumulation of each node SDF hop by hop is the SDF of the whole path. SDF is used for measuring path reliability, i.e. a larger SDF indicates a more reliable link, whereas, a smaller SDF indicates a less reliable link. There are two ways to represent the SDF of the whole path, i.e. This Formula gives a measure of the relative stability of the path.

$$SDF_{path} = \sum_{i \in path} SDF_{i} \quad (2)$$

$$SDF_{path} = \prod_{i \in path} SDF_{i} \quad (3)$$

Table 1 shows the structure of the route table entries for CMRP. We add the SDF in path list.

Formula (2, 3) gives a measure of the relative stability of the path. We indicate the node on the path, and Formula (3) is a measuring standard for the signal fading degree of the whole path. As shown in Figure 1, there are two paths from the source node S to the destination node D, with the value on the arrow denoting SDF. SDF results of the two paths (path_1 and path_2) calculated by Formula (2) are 0.6 and 0.65 respectively. However, the distance between node B and node E is longer and the interruption probability of path_2 is higher than that of path_1, so the result calculated by Formula (2) is wrong. While the SDF result of the two paths calculated by Formula (3) are 0.008 and 0.004 respectively, which can reflect the actual condition more exactly. Therefore, Formula (3) is chosen to calculate.

3.2. Routing Establishment and Maintenance

The multipath routing protocol seeks multiple disjoint
Table 1. Structure of the route table for CMRP.

<table>
<thead>
<tr>
<th>Main Information Field</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>destination</td>
<td>An IP address to which data packets are to be transmitted.</td>
</tr>
<tr>
<td>sequence number</td>
<td>A monotonically increasing number maintained by each originating node</td>
</tr>
<tr>
<td>advertised hopcount [7]</td>
<td>It is used to maintain multiple loop-free paths.</td>
</tr>
<tr>
<td>path list (not more than 3):</td>
<td>Pr means current power signal strength of this node, provided by the physical layer.</td>
</tr>
<tr>
<td></td>
<td>{ (SDF-1, Hopcount-1, Nexthop-1, Lasthop-1), (SDF-2, Hopcount-2, Nexthop-2, Lasthop-2), (SDF-3, Hopcount-3, Nexthop-3, Lasthop-3),... }</td>
</tr>
<tr>
<td>lifetime</td>
<td>Expiration time of the route entry</td>
</tr>
</tbody>
</table>

routes between source and destination nodes, which refer to node-disjoint or link-disjoint. We use link-disjoint in the design of CMRP since it can establish more paths than node disjoint, with higher stability. Figure 2, 3 and 4 describe the CMRP routing establishment and maintenance procedure.

As shown in Figure 2, nodes A, B and C receive RREQ from S, and then Node E receives RREQs from A and B, one after another. It forwards only the RREQ from B and discards the one from A. Since the SDF of path E-B-S is higher than SDF of path E-A-S, it is selected as the primary path. The other one becomes the alternate path. Destination D receives RREQs from nodes F, G and H. Note the route table of node E and node D.

The numbers in parenthesis indicates the SDF carried by the sending node, the numbers on the right indicates the SDF of the link. The updating process is described by formula (1-2): for example, SDF of S-B is 0.3, which multiplied by SDF initial value 1 is 0.3. The result 0.3 is sent out as SDF of node B by RREQ. 0.3 multiplied by the SDF of path B-E is 0.09 as SDF of node E, which is sent out by RREQ. In a similar calculation way, the SDF of the entire path is calculated finally. The path with the largest SDF is the primary path.

Figure 3 shows the process of route reply and path store. Destination D replies to nodes F, G and H. Node E forwards the RREP from node F to node B and from node G to node B. Source S thus obtains three routes to D. S selects the path S-B-E-F-D as its primary route since it has higher SDF than the other paths (see route table).

Source node S receives several RREP one after the other (see Figure 4). According to the SDF in route table,
The main process of loop-freedom is illustrated by
Formula (10) \sim Formula (15):
\[
\text{if } (seq\_num_i^d < seq\_num_j^d) \text{then}
\]
\[
seq\_num_i^d := seq\_num_j^d;
\]
\[
f (i \neq d) \text{then}
\]
\[
iad\_hopc_i^d := \text{ad\_hopc_j^d};
\]
\[
\text{insert}(pr_{j,i}, iad\_hopc_i^d + +, \text{last\_hop}) \text{in path\_list}_i^d;
\]
\[
\text{else} : ad\_hopc_i^d := 0;
\]
\[
\text{else} (seq\_num_i^d = seq\_num_j^d) \& \&(ad\_hopc_i^d > ad\_hopc_j^d)
\]
\[
\text{insert}(pr_{j,i}, iad\_hopc_i^d + +, \text{last\_hop}) \text{in path\_list}_i^d;
\]

This is used whenever a node \( i \) receives a route message to a destination \( d \) from a neighbor \( j \), \( rq \), and \( rp \) stand for route requests and route replies. \( SDF \) and \( tpr \) respectively denote remaining node energy when packet is received and fixed transmission power for two-ray ground. The variables \( seq\_num \) and \( ad\_hopc \) represent the sequence number and advertised hopcount.

Thus, CMRP stores and selects the paths according to signal strength, stores multiple \( SDF \)s of path when receiving routing message from the same source node, and selects paths with strongest signal strength when transmitting data to enhance transmission reliability.

The transmission power is peculiar to wireless ad hoc networks, and is important because typically the nodes involved have a limited power supply, and radio communication consumes a large fraction of this supply [4]. Based on power-aware routing mechanism of CMRP, we deduce that the path with the largest \( SDF \) is not only a reliable path but also an energy-efficient path, since it can reduce signal attenuation for packets sending.

4. IEEE 802.11e QoS Enhanced WLAN

In this section, we briefly explain the IEEE 802.11e Enhanced Distributed Channel Access (EDCA) since we focus on \textit{ad hoc} mode, and then discuss the significant contribution of IEEE 802.11e provided for enhanced performance of CMRP in MANETs.

4.1. Enhanced Distributed Channel Access

The most widely deployed and used wireless interfaces for IEEE 802.11e are IEEE 802.11 based. As a matter of fact, the IEEE 802.11e standard was developed to offer QoS capabilities to WLAN, offering significant improvements to multimedia traffic. In this work, we determine that the IEEE 802.11e makes a significant contribution to performance improvement of CMRP by means of a series of simulation experiments.

The IEEE 802.11e standard introduces the hybrid coordination function (HCF) which defines two new medium access mechanisms to replace legacy PCF and DCF. These are the HCF controlled channel access (HCCA) and the enhanced distributed channel access (EDCA). The HCCA is used in both periods, while the EDCA is used only during the CP. This new characteristic of HCF obviates the need for a contention-free period (CFP) since it no longer depends on it to provide QoS guarantees. With IEEE 802.11e, the point coordinator is replaced by a hybrid coordinator (HC) which also resides in an AP. A Basic Service Set (BSS) including a HC is referred to as a QBSS. In this paper we focus on \textit{ad hoc} networks and, therefore, we are only interested in 802.11e stations implementing EDCA.

EDCA is designed to provide prioritized QoS by enhancing the contention-based DCF. Before entering the MAC layer, each data packet received from the higher layer is assigned a specific user priority value. To tag a priority value for each packet is an implementation issue. At the MAC layer, EDCA introduces four different first-in-first-out (FIFO) queues, called access categories (ACs). Each data packet from the higher layer along with a specific user priority value should be mapped into a corresponding AC according to the Table 2. Different kinds of applications (e.g., background traffic, best effort traffic, video traffic, and voice traffic) can be directed into different ACs. In Table 3 we can see each AC behaves as a single DCF contending entity with its own contention parameters (\( CW_{\min} \), \( CW_{\max} \), AIFS and TXOP limit), which are announced by the QAP periodically in beacon frames. Basically, the smaller the values of \( CW_{\min}[AC] \), \( CW_{\max}[AC] \), and AIFS[AC], the shorter the channel access delay for the corresponding AC and the higher the priority for access to the medium.

A new type of IFS is introduced In EDCA, the arbitrary IFS (AIFS), in place of DIFS in DCF. Each AIFS is an IFS interval with arbitrary length as follows:

\( AIFS[AC] = SIFS + AIFS[AC] \times \text{slot time} \), where \( AIFS[AC] \) is called the arbitration IFS number. After sensing the medium idle for a time interval of AIFS[AC],
each AC calculates its own random backoff time ($CW_{\text{max}}[\text{AC}] \leq \text{backoff time} \leq CW_{\text{max}}[\text{AC}]$). The purpose of using different contention parameters for different queues is to give a low-priority class a longer waiting time than a high-priority class, so the high-priority class is likely to access the medium earlier than the low-priority class. Note that the backoff times of different ACs in one QSTA are randomly generated and may reach zero simultaneously. This can cause an internal collision. In such a case, a virtual scheduler inside every QSTA allows only the highest-priority AC to transmit frames.

4.2. Contribution of IEEE 802.11e

IEEE 802.11e has a great potential to improve CMRP performance in wireless networks. Firstly, IEEE 802.11e allows wireless nodes to occupy channel for a long period of time during Transmission Opportunity (TXOP). This characteristic is able to dramatically decrease channel overheads caused by interception, Inter-frame, backoff and competition; from our perspective, CMRP performance will benefit from the improved path quality together with the extended occupation period of the channel. Secondly, Block ACK mechanism, i.e. it only replies one ack_frame to multiple data packet to decrease the overheads; finally, CFB enables an EDCA to transmit multiple frames once the medium or TXOP is acquired, without contending for the medium for every frame.

We consider that these characteristic mentioned above of MANETs stations to IEEE 802.11e are very important not only for multimedia traffic support, but also to improve the efficiency of the routing mechanism. This deduction will be verified by means of a series simulation experiments later.

5. Performance Evaluation

In this work, we use NS-2 [27] with TKN 802.11e module [28] to evaluate the performance of CMRP, comparing it with AODV in the same MAC sublayer protocol and conventional layered protocol stack, which use Legacy 802.11 in the MAC sublayer. Two simulation experiments are conducted, where the rate of the node motility and the number of sessions are varied in order to analyze and compare the performances of CMRP and AODV in Legacy 802.11 and IEEE 802.11e. The detailed simulation parameter setting is illustrated in Table 4.

The following key metrics are used in different scenarios to evaluate CMRP performance.

- Average End-to-End Delay: It includes all delays caused by buffering during route discovery, queuing at the interface, retransmission at the MAC, propagation and transfer times.
- Total Packets Loss: This includes all possible packets loss such as data packet loss and control packet loss.
- Route Overhead: The total number of control packets transmitted by any node.
- Normalized Routing Load: The total number of control packets divided by the total number of CBR packets received by destination node.
- Route Discovery Frequency: The total number of route discoveries initiated per second.
- Average Hopcounts: Average hopcounts of routes for data sending.

5.1. Performance with Varying Mobility

Figure 5 shows the six performance metrics as a function of mobility in experiment I. The max speed of node mobility is varied from 5m/s to 40 m/s. The number of CBR sessions is 10.

Table 4. Simulation environment.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission Range</td>
<td>250m</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>800s</td>
</tr>
<tr>
<td>Topology Size</td>
<td>750m*750m</td>
</tr>
<tr>
<td>Number of Mobile Nodes</td>
<td>50</td>
</tr>
<tr>
<td>Interface Queue Type</td>
<td>PriQueue</td>
</tr>
<tr>
<td>Interface Queue Length</td>
<td>50</td>
</tr>
<tr>
<td>Traffic Type</td>
<td>CBR(constant bit rate)</td>
</tr>
<tr>
<td>Packet Rate</td>
<td>5 packets/s</td>
</tr>
<tr>
<td>Packet Size</td>
<td>512 bytes</td>
</tr>
<tr>
<td>Pause Time</td>
<td>0s</td>
</tr>
<tr>
<td>Model Mobility</td>
<td>Random Waypoint</td>
</tr>
<tr>
<td>Traffic Model</td>
<td>Spread Randomly</td>
</tr>
<tr>
<td>Maximum Speed (experiment I)</td>
<td>5m/s - 40m/s</td>
</tr>
<tr>
<td>Maximum Speed (experiment II)</td>
<td>10m/s</td>
</tr>
<tr>
<td>Number of Sesssions (experiment I)</td>
<td>10</td>
</tr>
<tr>
<td>Number of Sessions (experiment II)</td>
<td>5 - 25</td>
</tr>
</tbody>
</table>
Figure 5. Performance parameters with varying node moving speed.
The number of packets loss is shown in Figure 5(b). Using CMRP, the simulation result shows that total packet loss decrease much more pronounced in comparison with AODV. CMRP with legacy 802.11 has the least amount of packet loss. Next is CMRP with IEEE 802.11e, followed by AODV with Legacy 802.11 and AODV with IEEE 802.11e respectively. It indicates that CMRP can not only extend path lifetime, but also improve path reliability. However, this performance tendency of two routing protocol is different from the tendency of average end-to-end delay; note that CMRP with legacy 802.11 has the least amount of packet loss. The IEEE 802.11 standard defines two Medium Access Control (MAC) protocols, namely Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA), and Request-To-Send/Clear-To-Send (RTS/CTS). The RTS/CTS mechanism, which is included in the legacy 802.11 model, has never been used in the TKN802.11e model of our simulation experiments. Without the four ways handshake mechanism (RTS/CTS/DATA/ACK), the average end-to-end delay achieve improvement to some extent since the channel overhead of RTS/CTS will increases data packet delay. However, without RTS/CTS mechanism, the probability of packet loss has increased in IEEE 802.11e.

The battery power of nodes in MANETs limited, so the route overhead is an important metric for extending overall network lifetime. As shown in Figure 5(c), basically, the number of control packets increases with the node mobility level for both AODV and CMRP. CMRP with IEEE 802.11e has the least amount of route overhead. Next is AODV with IEEE 802.11e, followed by CMRP with Legacy 802.11 and AODV with Legacy 802.11 respectively. Two routing protocol produces a slight difference at a low speed. However, CMRP achieves a remarkable reduction in route overhead at medium and high speed. By constructing multiple paths in one route query round, CMRP increases the average time between RREQ processes, thus effectively reducing the amount of broadcasting messages. Using CMRP, the source node will receive multiple reply messages in one route query round. Although this is a disadvantage for CMRP, the route overhead still descends as a whole.

Figure 5(d) presents the performance of normalized routing load. This metric has a similar tendency with route overhead. CMRP in IEEE 802.11e improves this performance shown at around 50% comparing to AODV in Legacy 802.11. Using CMRP, the route overhead has achieved reduction as possible. This is important for improvement of normalized routing load. On the other hand, the availability of alternate routes reduces the data packets loss and retransmission. This contribution also enhances the performance of normalized routing load. As a whole, CMRP with IEEE 802.11e has the least normalized routing load. Next is AODV with IEEE...
802.11e, followed by CMRP with Legacy 802.11 and AODV with Legacy 802.11 respectively.

Figure 2(e) illustrates the simulation result on route discovery frequency. This metric has a similar tendency with two metric as mentioned above. CMRP with IEEE 802.11e has the least frequency of route discovery. CMRP in IEEE 802.11e improves the performance of route discovery frequency at around 50% comparing to AODV in Legacy 802.11. By reducing the amount of broadcasting messages, CMRP achieves remarkable reduction in route overhead. On the other hand, CMRP maintains multiple paths longer than AODV; so that CMRP increases the interval between route query processes and suspends link failures. As expected, CMRP performs better than AODV does for both Legacy 802.11 and IEEE 802.11e.

The average hopcounts is shown in Figure 5(f), CMRP descend the average hopcounts at around 50% for both Legacy 802.11 and IEEE 802.11e. CMRP maintains multiple routes longer than that of AODV. This step help CMRP descends the counts of new route discovery, so that the hopcounts of routes for data sending has achieved reduction as possible.

5.2. Performance with Varying Sessions

Figure 6 shows the three performance metrics as a function of varying sessions in experiment II. We vary the number of sessions from 5 to 25 in order to compare performance of CMRP and AODV when offered load increases. The max speed of node mobility is 10 m/s.

As shown in Figure 6(a), the simulation result shows that the number of packet loss for both AODV and CMRP increases as the offered load increases. Two routing protocol perform alike at a low speed. However, CMRP achieves a remarkable improvement in packet loss at medium and high offered load. At a high offered load, CMRP in IEEE 802.11e descend the number of packet loss at around 60% comparing to AODV in Legacy 802.11. As mentioned in Section 5.1, CMRP with legacy 802.11 has the least amount of packet loss (see Figure 5(b)). This simulation result illustrates that the number of packet loss of CMRP in legacy 802.11 will beyond that of CMRP in IEEE 802.11e at medium and high number of sessions. As expected, the variation of AODV and CMRP performance in legacy 802.11 shows a rapidly growing tendency with increase of offered load. As a whole, CMRP with IEEE 802.11e has the least amount of packet loss. Next is AODV with IEEE 802.11e, followed by AODV with Legacy 802.11 and CMRP with Legacy respectively. This result shows CMRP with IEEE 802.11e is able to lower the number of packet loss effectively even at a high offered load.

Figure 6(b) presents the performance of normalized routing load. At very low sessions, both protocols perform alike. This is because link failure rates are very high, compared to offered load. As the number of session is increased beyond the rate of link failures, CMRP begins to indicate its preferred performance since CMRP can provide more reliable route. CMRP with IEEE 802.11e has the least amount of packet loss. At a very high offered load, CMRP in IEEE 802.11e descend the normalized routing load at around 80% comparing to AODV in Legacy 802.11.

Figure 6(c) plots the simulation result on route discovery frequency. This metric has a similar tendency with normalized routing load. CMRP with IEEE 802.11e has the least frequency of route discovery. At a very high offered load, CMRP in IEEE 802.11e descend the normalized routing load at around 70% comparing to AODV in Legacy 802.11. Maintaining multiple reliable paths for CMRP is important for enhanced performance, thus reducing route discovery frequency.

6. Conclusions

In this paper, an improved Cross-layer Multipath Routing Protocol (CMRP) for IEEE 802.11e-based MANETs was proposed. CMRP uses the node energy from the physical layer to make better routing decision and path quality. The nodes’ mobility behavior is predicted using a notion of “Signal Fading Degree, SFD”. Especially, we determine that the IEEE 802.11e makes a significant contribution to performance improvement of CMRP. The IEEE 802.11e standard was developed to offer QoS capabilities to WLANs, offering significant improvements to multimedia traffic. MANETs will also benefit from this new technology. Our simulation experiment results demonstrate that, in combination of the IEEE 802.11e standard in MAC layer, CMRP provides significant performance improvement in term of average end-to-end delay, packet loss, route overhead, normalized routing load, route discovery frequency, and so on. Our ongoing work focuses, on the one hand, on the more realistic simulation setup to analyze and evaluate the performance of the proposed scheme. On the other hand, we will try to improve the performance of wireless media streaming using reliable multipath routing policy.
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