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Abstract

Corporate net value is efficiently described on its stock price, offering investors a chance to in-
clude a potentially surplus value to the net worth of the overall investment portfolio. Financial
analysis of corporations extracted from the accounting statements is constantly demanded to
support decisions making of portfolio managers. Econometrics and Artificial Intelligence methods
aim to extract hidden information from complex accounting and financial data. Support Vector
Machines hybrids optimized in their components by Genetic Algorithms provide effective results
in corporate financial analysis.
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1. Introduction

Stocks volatility in financial markets and the real economic conditions in a company—partially expressed in
accounting statements—demand effective financial analysis. Portfolio managers require precise information on
the economic health of corporation to secure lucrative portfolios to their investors. Econometric models mostly
of Moving Average (MA), Auto Regression Moving Average (ARMA), Capital Asset Pricing Model (CAPM),
or Arbitrage Pricing Theory (APT) and Atrtificial Intelligence in a nonlinear approach are capable to support
corporate financial analysis [1]-[9]. Support Vector Machines in a hybrid with Genetic Algorithms optimization
provide efficient results of financial analysis in companies.

2. Support Vector Machines
Support Vector Machines (SVM) aim to create functions from a set of labeled training data [10] [11]. The main
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categories are the general regression functions and the classification functions, where output is binary given that
input belongs to a category. SVM during classification process seek a hypersurface which is nonlinearly related
to the very high dimensional feature space of possible inputs. This hypersurface diverges the examples in a posi-
tive group and a negative one, in a way that the split achieves the largest distance from the hypersurface to the
nearest of the positive and negative examples. Classification therefore is appropriate only to test the nearest data
and the training data. Support Vector Machines (SVM) are trained in short time by sequential minimal optimiza-
tion technique, whilst their output is an unmarked value, not a posterior probability of a class given an input.
Usually SVM have a slow learning procedure in extended data set with many classes [12] [13]. SVM avoid
heavy computations in the high dimensional space by using kernels that perform processing directly in the input
space. According to [14], for instances, x;, i=1---,1 with labels vy, € {1, —1} , Support Vector Machines (SVM)
are trained optimizing the

min f (a)=1/2a'Qa -¢e'a @)

under the restrictions:

where e is the vector of all ones, C is the upper bound of all variables, Q is an | by | symmetric matrix with
Qi =yiyjK(Xi’Xj) (2)

and K(xi,xj) is the kernel function. Q matrix is usually fully dense and may be too large to be stored. SVM
algorithms elaborate detection and exploitation of complex patterns in data performing clustering, classifications,
rankings, and cleaning to the data. In case of unstable patterns SVM reject them, as an indication of over fitting,
providing a statistically acceptable solution. In general, SVM provide solutions in pattern recognition, in regres-
sions, and in learning ranking function problems. Support Vector Machine (SVM) use kernel Adatron algorithm
in the Neuro Solutions software which was implemented to perform only classifications, without being able to
approximate functions. The kernel Adatron maps inputs to a high-dimensional feature space, with an optimiza-
tion process separates data into their respective classes by isolating those inputs which fall close to the data
boundaries. Consequently the kernel Adatron acts effectively in separating sets of data which share complex
boundaries. Figure 1 is represented a SVM, where the first three components expand the dimensionality corre-
sponding a Gaussian function to each input, whilst next three components (connected to blue synapses) deploy
the large margin classifier that trains the parameters of the Adatron kernel.

The Support Vector Machine (SVM) initially transforms data from a space of high-dimensionality, in cases
with complex decision surfaces, to simpler problems with linear discriminant functions. SVM is trained and im-
plemented only inputs that are near the decision surface since they provide the most information about the clas-
sification. SVM initially transforms the data into a high-dimensional space, using a Radial Basis Function (RBF)
network which inserts a Gaussian function at each data sample, creating a feature space of which the dimension
is dependent on the number of samples. The RBF network elaborates back propagation to train a linear combi-
nation of Gauss functions, providing the overall output. Furthermore the NeuroSolutions software is used to

Figure 1. The support vector machine. Source: NeuroDimensions Inc.
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deploy SVM in large margin classifiers for training, offering a good generalization, making independent the ca-
pacity of the classifier from the input space, and consequently supports a fine classification [15]. The learning
algorithm elaborates the Adatron algorithm adjusted to a Radial Basis Function (RBF) network, by substituting
the inner product of patterns in the input space by the kernel function, leading to the optimization problem:

N N N
J(a)zZai—%ZZaiaJ—dide(Xi—Xj,ZJZ) 3
i=1 i=1 j=1
under the restrictions:
N
Z:dioci =0, 4

where the function g(x;) is defined:

g(xi):di(ZN:djajG(xi—xj,202)+bj Q)
and
M =ming(x) (6)

selecting a common starting multiplier «;, a small threshold t, and a low learning rate h. Since M > t a pattern x;
is selected, finding update Aq;, determining the update as:

a,(v+l)=a,(v)+Ag,(v), )
b(n+1)=b(n)+d A, (8)
if o (n)+Aa; >0
a,(n+1) = (n), 9)
b(n+1)=b(n) (10)

if o;(n)+Ag <0

The adaptation of the previous system produces a few ¢; that are different from zero, that are the support vec-
tors. The support vectors correspond to the closest samples of the boundary between classes.

The previous kernel Adatron algorithm adapts an RBF to an optimal margin. It consists an on-line form of the
quadratic optimization approach in SVM, being able to find identical solutions to the original algorithm of Vap-
nik in Support Vector Machines (SVM) [15]. The kernel Adatron algorithm can be deployed easily since g(x;) is
processed locally to each multiplier, when the desired response is available in input vector. The Adatron algo-
rithm essentially prunes the RBF network so that its output for testing is:

f(x)=sgn|[ 3 diaG(x-x,20%)-b], (11)

i € support vectors

Each of the 16 financial inputs doesn’t have a predefined importance in the hybrid neuro-genetic SVM network,
and the implementation of Genetic Algorithms activates the selection of important inputs, requiring that the
network must be trained multiple times to determine the combination of inputs which produce the lowest error.
Genetic Algorithms were used on each layer in SVM with different topologies. On-line learning updated the
weights of hybrid neuro-genetic SOFM after the presentation of each exemplar, rejecting Batch learning which
updates the weights after the presentation of the entire training set. Genetic Algorithms were used providing so-
lution to the problem of optimal values in

a) Processing Elements,

(=)
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b) Step Size, and

¢) Momentum Rate,
demanding a training of the network by multiple times to find the settings with the lowest error. Output layer was
chosen to implement Genetic Algorithms to optimize the value of the Step size and the Momentum.

Data were produced by the financial indices of 1411 companies, given from the credit department of a Greek
commercial bank, with the following 16 financial indices:

1) EBIT/Total Assets,

2) Net Income/Net Worth,

3) Sales/Total Assets,

4) Gross Profit/Total Assets,

5) Net Income/Working Capital,

6) Net Worth/Total Liabilities,

7) Total Liabilities/Total assets,

8) Long Term Liabilities/(Long Term Liabilities + Net Worth),

9) Quick Assets/Current Liabilities,

10) (Quick Assets-Inventories)/Current Liabilities,

11) Floating Assets/Current Liabilities,

12) Current Liabilities/Net Worth,

13) Cash Flow/Total Assets,

14) Total Liabilities/Working Capital,

15) Working Capital/Total Assets,

16) Inventories/Quick Assets,
and the 17th index with initial classification, was done by bank executives. Test set was 50% of overall data and
training set 50%.

3. Results

The Support Vector Machines of 1000 epochs, on the in-sample results (Table 1), had a full convergence into
the classification matrix, revealing a very low MSE at 0.026, a similar NMSE at 0.05, whilst the correlation
coefficient r was the highest at 0.985, the percentage error was low at 4.53, unfortunately the Akaike Informa-
tion Criterion (AIC) as a measure of the relative quality of fitness of the statistical model has very high value at
22844.43 indicating over fitting in this model that fails to explain some substantial structural variation in the
data, whilst the computing time was the fastest at 3 minutes and 56 seconds.

Regarding the hybrid networks, the Hybrid Support Vector Machines with Genetic Algorithms optimization on
the input layer only had a significant convergence to the experts’ decisions, though with a slight difference on the
healthy companies, with the highest MSE error 84.9%, a high convergence to the data since r was 0.724, a high
AIC at 10971.3 indicating over fitting, and a huge computing time of 31 hours 40 minutes and 26 seconds.

Hybrid SVM with GA optimization in all layers with no hidden layers and 500 epochs in maximum had a
successful convergence in the confusion matrix, where the initially characterized as healthy companies by loan
executives were classified in the category of healthy companies at a rate of 100%, and the companies initially
categorized as in distress were classified in the group of the distressed companies, whilst the cost function ex-
pressed in the form of Mean Square Error was 0.707 revealing an unsatisfactory fitness of the network output to
the desired output, and the average value of correlation r at 0.132 indicating a very low partial correlation be-
tween the variables, thus fitness of the model to the data is inadequate, the AIC is the lowest at —25.78 revealing
an efficient fitness and the computation time is 2 hours and 43 minutes.

The Hybrid neuro-genetic Support Vector Machine with 1000 epochs and no hidden layer converged suc-
cessfully as well, since the initially characterized healthy companies by bank executives were classified as
healthy in a proportion of 100%, and the companies grouped in the distress category at the first place were clas-
sified as in distress at a rate of 100%. The cost in the form of MSE was very high at 0.849 denoting an inade-
quate fitness of the network output to the desired output, and the correlation coefficient r at 0.677 made obvious
good partial correlation between the variables with a well fitted model to the data, having the highest percentage
error, and a medium level AIC value at 427.58, indicating a possible over fitting whilst processing time is 4
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hours and 13 minutes, appearing a possible linear dependence of the epochs number to the computing time.

On the out-of-sample results (Table 2), the SVM of 1000 epochs, maintained its superiority, in a full classifi-
cation convergence, with a very low MSE at 0.035, an almost identical NMSE at 0.066, the highest r at 0.980,
the lowest Error at 4.857, but in high partiality exposure as AIC was 23016.76, in a very fast time of 1 minute
and 58 seconds. Next in performance from the Hybrids was the Hybrid Support Vector Machines of 1000 ep-
ochs with GAs on the input layer only, on a fine convergence in a low MSE at 0.063, a high model-data conver-
gence of r at 0.967, a significant partiality in AIC at 9334.31, and a vast processing time of 16 hours 4 minutes
and 45 seconds. The third rank was taken by the Hybrid SVM of 1000 epochs in GAs at all layers in an excellent
convergence, with a low MSE at 0.159, NMSE at 0.305, a high r at 0.948, AIC at 14217.54 and a computation
time of 2 hours 50 minutes and 40 seconds. Finally the Hybrid SVM of 500 epochs, in a fine classification con-
vergence, MSE was very high at 1.019, NMSE was 1.949, r was 0.877, and the highest AIC value was at
15523.37, and a processing time of 2 hours 7 minutes and 5 seconds.

Regarding the overall results (Table 3), the SVM of 1000 epochs, was the optimal model, in a full classifica-
tion convergence, with the lowest MSE at 0.030, NMSE at 0.058, the highest r at 0.999, the lowest Error at
4.694, in the highest partiality exposure in AIC of 22975.56, and the fastest time of 2 minutes and 57 seconds.

The second rank was given to the Hybrid Support Vector Machines of 1000 epochs with GAs on the input
layer only, in a fine convergence, with a low MSE at 0.347, NMSE at 0.664, a high r at 0.999, a high partiality
in AIC at 10152.80, and a high computing time of 23 hours 52 minutes and 35 seconds.

The third rank was given to the Hybrid SVM of 1000 epochs in GAs at all layers in an fine convergence, with
a low MSE at 0.504, NMSE at 1.488, a high r at 0.999, medium AIC at 7322.53 and a computation time of 3
hours 31 minutes and 35 seconds.

Finally the fourth rank gas taken by the Hybrid SVM of 500 epochs, in an excellent classification conver-
gence, with a high error of MSE at 0.863, NMSE was 2.852, r at 0.999, a medium AIC at 7322.56, in a comput-
ing time of 2 hours 25 minutes and 2 seconds.

Table 1. Results of support vector machines and their hybrids.

Network Active Confusion Matrix Performance
Time
Epochs 0-0 0—-1 150 1—-1 MSE NMSE r % Error AlC MDL
SVM 100 0 0 100 0.026 0.050 0.985 4.530701 22844.43 39108.23 3'56"
Hybrid Networks
SVM GA Inputs 99.66 0.33 0 100 0.631 1.208 0.724 5.44304 10971.30 18199.65 31 h 40'26"
SVM GA All Layers 500 100 0 0 100 0.707 3.756 0.132 51774484  —-25.78 27458  2h4300"
SVM GA All Layers 1000 100 0 0 100 0.849 2672 0.677 444452228 427.58 35153 4 h13'00"
Table 2. Results of support vector machines and their hybrids, out-of-sample.
Network Active Confusion Matrix Performance
Time
Epochs 0—-0 0—-1 1-0 1-1 MSE NMSE r %error AlC MDL
SVM 1000 100 0 0 100 0.035 0.066 0.980  4.8573 23016.76  39248.53 1'58"
Hybrid Networks
SVM GA inputs 1000 100 0 0 100 0.063 0.121 0.967 5.6987 9334.31 16548.43 16 h 04'45"
SVM GA all layers 500 100 0 0 100 1.019 1949 0.877 38.1475 1552337 25442.78 2h07'05"
SVM GA all layers 1000 100 0 0 100 0.159 0.305 0.948 14.0502 14217.54 24136.95 2h50'40"
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Table 3. Overall results of support vector machines and their hybrids.

Network Active Confusion Matrix Performance

Time

Epochs 0—-0 0—-1 1-0 1—-1 MSE NMSE r %error AlC MDL

SVM 1000 100 0 0 100 0.030 0.058 0.999 4.694 22975.56 39178.38 2'657""
Hybrid Networks
SVM GA inputs 1000 100 0 0 100 0.347 0.664 0.999 5.5709 10152.80 17374.04 23 h52'35"
SVM GA all layers 500 100 0 0 100 0.863 2.852 0.999  44.961 7748.79 12858.68 2h25'02"
SVM GA all layers 1000 100 0 0 100 0.504 1.488 0.999  29.248 732256 728453 3h31'35"

4. Conclusions and Future Research

The Support Vector Machines of 1000 epochs in On-Line Learning had the optimal convergence, with a classi-
fication outcome identical to the bank experts decisions, a very high fitness of the model to the data, the lowest
MSE and in the fastest processing time, on every case: the in-sample, the out-of-sample and the overall results,
and this holds for the rest of the models.

The Hybrid SVM with Genetic Algorithms optimization on the input layers only had an efficient analysis re-
sult, converging to bank experts’ initial classifications, with 1000 epochs in each processing cycle, with an in-
adequately fitted network output to the desired output and an acceptable fitness of the model to the data.

The hybrid SVM of GAs optimisation in all layers, and 1000 epochs, although it converged, performed an
unsatisfactory fitness of the network to the desired output expressed in higher errors, but in the least partiality
exposure and a relatively low processing time.

Finally the hybrid SVM with GAs in all layers and 500 epochs had the worst performance in terms of errors,
although it had an excellent classification, exposed in a high error, fine convergence to the data, medium partial-
ity exposure, in a low processing time. All the models were also exposed to over fitting performance.

In conclusion the SVM of 1000 epochs in On-Line Learning network can be considered as an optimal method
of financial analysis in corporations. In the future, models with an increased humber of epochs may be consid-
ered for financial management, if a decrease of the MSE is achieved maintaining the fitness of the model to the
data in higher levels.
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