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Abstract 
Power transformer is a core equipment of power system, which undertakes 
the important functions of power transmission and transformation, and its 
safe and stable operation has great significance to the normal operation of the 
whole power system. Due to the complex structure of the transformer, the use 
of single information for condition-based maintenance (CBM) has certain li-
mitations, with the help of advanced sensor monitoring and information fu-
sion technology, multi-source information is applied to the prognostic and 
health management (PHM) of power transformer, which is an important way 
to realize the CBM of power transformer. This paper presents a method which 
combine deep belief network classifier (DBNC) and D-S evidence theory, and 
it is applied to the PHM of the large power transformer. The experimental re-
sults show that the proposed method has a high correct rate of fault diagnosis 
for the power transformer with a large number of multi-source data. 
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1. Introduction 

Power transformer is the important equipment in power system which has com-
plex internal structure and various fault types [1]. At present, most of the power 
transformer’s PHM methods are based on a certain factor or a number of factors 
to make judgments [2], it does not take into account the overall operating condi-
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tions of the transformer, defect information, maintenance history, family histo-
ry, and other comprehensive state information, due to the limitations of the test 
methods, the imprecision of knowledge and other reasons. Therefore, the infor-
mation appears the fuzzy and random characteristic, and then the exact descrip-
tion of the operation and maintenance department for internal coupling interac-
tion and the fault evolution of transformer are not enough. For the uncertainties 
of power transformer’s PHM, accuracy and timeliness of fault diagnosis, prog-
nostic and health management results are far from practical requirements. 

Multi-source information fusion technology is a new information processing 
technology developed in recent years [3]. It makes full use of multiple sensor re-
sources, and combines the complementary and redundant information of vari-
ous sensors in space and time based on some optimization criterion, in order to 
achieve the best synergistic effect, increase the survivability of the system, ex-
pand the spatial and temporal coverage, improve the reliability of the results, 
reduces the ambiguity of information. The multi-source information fusion 
technology applied in transformer’s PHM, can make up the disadvantages of the 
single data source in the traditional PHM method. It can analyze the potential 
information from a large amount of complex transformer characteristic data 
accurately and efficiently. So as to determine the transformer condition of and 
predict the transformer fault, reduce the harm caused by the transformer fault, 
and ensure the safe and stable operation of the power system [4] [5] [6]. 

2. PHM and DBN Theory 
2.1. Primary Mission of PHM 

PHM aims to extend the life cycle of engineering equipment while reducing the 
cost of development and maintenance [7]. There are three main parts in the whole 
cycle of power transformer’s PHM, which are fault diagnosis, fault prognostic and 
condition-based maintenance [8]. The purpose of fault diagnosis is to diagnose 
and identify the root causes of transformer failure; the root causes can provide 
useful information for the prognostic models as well as feedback for transformer 
design improvement. Prognostic takes the processed data as well as the existing 
system model or failure mode analysis as inputs, and then use the prognosis algo-
rithm to online update the degradation models and predict failure times of the 
power transformer. CBM is the use of prognostic outcomes, considering the costs 
and benefits of different maintenance operations to determine when and how to 
perform preventive maintenance to minimize operating costs and risks. 

Above these three tasks need to be executed dynamically and in real time, this 
paper presents a new method for fault diagnosis of power transformer. The re-
search scheme of large power transformer’s PHM, as shown in Figure 1. 

2.2. Deep Belief Network 

Deep Belief Network (DBN) is a kind of deep learning method, has a strong abil-
ity to extract features from a large number of samples in order to better classify, 
and improve the accuracy of classification. The method has been successfully  
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Figure 1. Power transformer’s PHM scheme. 
 
applied to the classification problem, and shows some advantages, is a hotspot of 
current international research on machine learning [9]. 

DBN was proposed by Professor Geoffrey Hinton in 2006 [10], which is a 
probabilistic generative model to establish a joint probability distribution be-
tween observed data and labels, evaluates both P (Observation|Label) and P (La-
bel|Observation). The structure, which is composed of a plurality of Restricted 
Boltzmann Machines (RBM) stacked, uses layer by layer training methods. It 
solves the training problem that the traditional Neural Network (NN) training 
method is not suitable for multi-layer network, the DBN training is divided into 
two stages: pre-training and tuning. 

2.2.1. Pre-Training 
Pre-training is the process essentially which is the initialization of the network 
parameters, uses layer by layer unsupervised feature optimization algorithm. In-
itialized network parameter is the connection weights between the layers and the 
offset value of each layer neurons. As an example to introduce the hierarchical 
structure of RBM, as shown in Figure 2. 

RBM contains a visible layer v  and a hidden layer h , there is no connection 
between each layer units, full connection between layers. Assume that the v  
layer has n  visible units, h  layer has m  hidden units. So, RBM as system 
energy is defined as Equation (1): 

1 1 1 1
( , | )

n m n m

i i j j i ij j
i j i j

E v h a v b h vW hθ
= = = =

= − − −∑ ∑ ∑∑               (1) 

where iv  is the condition of the first i  visible unit, jh  is the condition of the 
first j  hidden unit, { , , }ij i jW a bθ =  is the RBM parameter, ijW  is the con-
nection weight between visible unit i  and hidden unit j , ia  is the offset of 
visible unit i , jb  is the offset of hidden unit j . Based on the energy function, 
the joint probability distribution of ( , )v h  can be obtained by Equation (2): 
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Figure 2. A hierarchical structure of RBM. 
 
where ( , | )

,( ) E v h
v hZ e θθ −= ∑  is the normalization factor, i.e. partition function. 

The marginal distribution (Also known as likelihood function) of the joint 
probability distributions ( , | )P v h θ  can be expressed as Equation (3): 

( , | )1( | )
( )

E v h

h
P v e

Z
θθ

θ
−= ∑                     (3) 

2.2.2. Tuning 
After the pre-training is completed, each layer of RBM can get the initialization 
parameters, form the preliminary framework of DBN, then we need tune train-
ing for DBN, further optimize the parameters of each network layer, in order to 
make the network discrimination performance better. The tuning process is su-
pervised learning process, namely using unlabeled data for training, then use the 
BP algorithm fine tuning the network parameters, finally to achieve the global 
optimal network. The performance will be better than the effect of BP algorithm 
training, because it only needs a local search for the network parameter space, 
compared to BP neural network, it has fast training speed, and short conver-
gence time. 

3. Multi-Source Information Fusion Model of Power  
Transformer’s PHM 

The multi-source information fusion involves many aspects of theory and tech-
nology, including signal processing, estimation theory, and fuzzy theory, cluster-
ing analysis, neural network and artificial intelligence and so on. Information fu-
sion can be divided into 3 levels, including data fusion, feature fusion and deci-
sion fusion. The main methods used are Bayesian inference, D-S evidence theory, 
fuzzy theory, expert system and so on. 

D-S evidence theory was put forward by Dempster in 1967 [11], then ex-
panded and developed by Shafer, so the evidence theory is also called D-S evi-
dence theory. D-S evidence theory has been widely used in multi-sensor infor-
mation fusion. In the evidence theory, in order to describe and deal with the un-
certainty, the concepts of probability distribution function, belief function and 
likelihood function are introduced. 
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1) Probability Distribution Function 
Set D as sample space, the propositions in the field are represented by a subset 

of D; the probability distribution function is defined as follows. 
Set function M: 2 [0,1]D → , and satisfies ( ) 0M ∅ ≠ , ( ) 1

A D
M A

⊆

=∑ , M is  

called the probability distribution function on 2D , ( )M A  as the basic proba-
bility function of A. 

2) Belief Function and Likelihood Function 
Belief function is represented by Bel, Bel function also called lower limit func-

tion, let Bel( )A  denote the degree of belief that proposition A is true. Likelih-
ood function is represented by Pls, Pls( )A  denote the degree of belief that not 
deny A. Bel( ), Pls( )A A    called the trust interval of A. 

3) Orthogonal Sum of Probability Distribution Functions 
When two or more different probability distribution functions are obtained 

for the same evidence, it is necessary to combine them, i.e. orthogonal sum of 
probability distribution functions. Let 1 2, , , nM M M  be n probability distri-
bution function, its orthogonal sum 1 2 nM M M L M= ⊕ ⊕ ⊕  is Equation (4): 

1

1
( ) ( )

i
i i

A A i n
M A K M A−

∩ = ≤ ≤

= ∑ ∏                  (4) 

where 
1

1 ( )
i

i i
A i n

K M A
∩ =∅ ≤ ≤

= − ∑ ∏ . 

If 0K ≠ , then orthogonal sum M is a probability distribution function. If 
0K = , there is no orthogonal sum, said 1M  and 2M  contradictions. 

According to the general framework of information fusion and the characte-
ristics of the transformer fault, DBN is combined with information fusion and 
applied to fault diagnosis in this paper. DBN diagnosis belongs to the process of 
the feature level input and the decision level output in the information fusion 
sense, and the D-S evidence theory fuse and reasoning the various evidence body 
of the same framework and come to a unified decision, belongs to the process of 
the decision level input and the decision level output. The combination can 
greatly improve the reliability and accuracy of diagnosis. Therefore, this paper 
established the power transformer multi-fault information hierarchical decision 
fusion diagnostic model based on the combination of DBN and D-S evidence 
theory, as shown in the Figure 3. DGA’s parameters including H2. CH4, C2H6 
and so on, electrical test data including winding unbalanced coefficient, winding 
dielectric loss, core grounding current. 

4. PHM Example 

This paper using the deep belief network classifier (DBNC) model (as shown in 
Figure 4 is the DGA gas DBNC model) constructed by [9] is used to classify the 
sample data. The input of the model is the seven characteristic gas content values 
(after the standardized treatment) of oil chromatogram on-line monitoring. Fi-
nally, the output of the top Softmax classifier is the probability that the corres-
ponding samples belong to different states respectively; the state of maximum 
probability is the result of classification. Finally, the D-S evidence theory is used  
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Figure 3. Hybrid diagnostic model of power transformer based on the combination of DBN and D-S evidence theory (mul-
ti-source information). 
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Figure 4. Transformer fault classification model based on DBNC. 
 
to fuse the diagnosis results to get the final result. 

This paper collected 1500 sample data of a transformer, the oil chromatogram 
data are shown in Table 1. In the electrical test project, the core insulation resis-
tance, winding DC resistance unbalance coefficient, core grounding current ex-
ceeds the notice value and other electrical test items are normal. Wire-wound 
resistor only 65 MΩ (the notice value is 1000 MΩ), winding DC resistance un-
balance coefficient is 2.95% (the notice value is 2%), core grounding current is 
0.13 A (the notice value is 0.1 A). 
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Table 1. The fault transformer oil chromatographic data. 

Gas volume fraction/10−6 

H2 CH4 C2H6 C2H4 C2H2 CO CO2 

64.26 84.05 23.07 148.12 1.42 827.32 4661.26 

25.58 89.55 20.02 134.98 0.89 718.45 4231.54 

35.13 91.48 21.98 141.54 0.93 736.54 4195.87 

28.35 91.25 19.96 139.95 0.75 781.25 4325.28 

33.25 91.84 21.21 140.00 0.82 800.23 4521.78 

36.03 98.75 22.64 153.01 0.89 765.74 4124.76 

 
Using DBNC classifier to classify the sample data, the diagnosis result accura-

cy of oil chromatogram data reached 81.53%, the diagnosis result accuracy of 
electrical test data reached 78.83%. Fusing diagnosis results by D-S evidence 
theory, the diagnosis accuracy reached 88.56%. We can see the diagnosis results 
of multi-source information fusion model for fault diagnosis accuracy are higher 
than the diagnostic results for single or less information sources. 

5. Conclusion 

This paper attempts to introduce the concept of PHM into the field of power 
transformer, in order to provide a complete reference system for condition- 
based maintenance of power transformer. On this basis, a hybrid diagnostic 
model is proposed in this paper for the fault diagnosis stage of power transfor-
mer’s PHM cycle, which is based on the deep belief network classifier and D-S 
evidence theory. The experimental results show that the diagnosis results of the 
diagnostic model is superior to the single source information; the effectiveness 
of multi-source information fusion in improving the accuracy of power trans-
former’s fault diagnosis is verified. 
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