Using the Support Vector Machine Algorithm to Predict \( \beta \)-Turn Types in Proteins
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ABSTRACT
The structure and function of proteins are closely related, and protein structure decides its function, therefore protein structure prediction is quite important. \( \beta \)-turns are important components of protein secondary structure. So development of an accurate prediction method of \( \beta \)-turn types is very necessary. In this paper, we used the composite vector with position conservation scoring function, increment of diversity and predictive secondary structure information as the input parameter of support vector machine algorithm for predicting the \( \beta \)-turn types in the database of 426 protein chains, obtained the overall prediction accuracy of 95.6%, 97.8%, 97.0%, 98.9%, 99.2%, 91.8%, 99.4% and 83.9% with the Matthews Correlation Coefficient values of 0.74, 0.68, 0.20, 0.49, 0.23, 0.47, 0.49 and 0.53 for types I, II, VIII, I', II', VI, IV and nonturn respectively, which is better than other prediction.
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1. Introduction
Protein secondary structure prediction is an intermediate step in overall tertiary structure prediction. The secondary structure of a protein consists of regular, local regular and non-regular secondary structure. Local regular secondary structure contains tight turns and \( \Omega \) loops. Tight turns can be divided into \( \delta \)-, \( \gamma \)-, \( \beta \)-, \( \alpha \)- and \( \pi \)-turns according to the number of residues involved [1,2]. \( \beta \)-turns are the most common and largest number turns, which constitute about 25% of the residues in proteins [1,3-5]. \( \beta \)-turn is a four-residue reversal in a protein chain that the distance between the residues \( i \) and \( i + 3 \) is less than 7Å and the two central residues \( i + 1 \) and \( i + 2 \) must not be helical. According to the \( \psi/\phi \) values of the central residues \( i + 1 \) and \( i + 2 \), \( \beta \)-turns are classified into nine types: I, II, VIII, I', II', VI a1, VI a2, VI b and IV [3-7]. Mostly, \( \beta \)-turn types VI a1, VI a2 and VI b are merged into one type, called type VI [3,5].

\( \beta \)-turn plays a vital role in protein, such as folding stability, recognition and structure assembly [2,8] and can provide templates information for drug molecule design, such as anesthetic, pesticide and antigen, etc. [1]. According to the \( \psi/\phi \) values of \( \beta \)-turn residues we can build up a complete three-dimensional structure for a given primary sequence. Thus, it is important to develop a method, which can predict \( \beta \)-turn types with high accuracy [4].

Some methods have been developed for prediction of \( \beta \)-turn types, such as propensities [5,6,9], sequence-coupled model [3], neural networks (NN) algorithm [4,7,8] and support vector machine (SVM) algorithm [10]. In 2008, Kirschner and Frishman [7] using NN algorithm to predicting the \( \beta \)-turn types, obtained the best prediction performance among above works, the \( Q_{\text{total}} \) for types I, II, VIII, IV, I' and II' are 85.4%, 96.2%, 93.0%, 85.2%, 98.8% and 98.6%, and the \( \text{MCC} \) are 0.31, 0.34, 0.08, 0.19, 0.36 and 0.14, respectively.

In this work, we improved the input parameters of the SVM and used the seven-fold cross-validation to predicting the \( \beta \)-turn types in the widely used database which contained 426 protein chains, achieved better prediction result than previous studies. Furthermore, to test the effect of the database size, we also predicted \( \beta \)-turn types in other two databases contained 547 and 823 protein chains, respectively.

2. Materials and Methods
1) Database
In this paper, we used the database contained 426 protein chains, called SET426. The SET426 described by Guruprasad and Rajkumar [11] that has been widely used in \( \beta \)-turn type prediction [4,5,7]. And we also used other two databases contained 547 and 823 protein chains, called SET547 and SET823, respectively. The SET547 and...
SET823 described by Fuchs and Alix [5]. The databases contain chains solved by X-ray crystallography with a resolution better than 2.0 Å, and no two protein chains have >25% identity. The numbers of β-turn types and nonturn are shown in Table 1.

There are one hundred and ninety one proteins in the SET426 are contained in the SET547, ninety proteins in the SET426 are contained in the SET547 and two hundred and ten proteins in the SET823 are contained in the SET823.

2) Extracted Segments

According to the Fuchs and Alix’s [5] work, the prediction of the β-turn types on a given window which contained L amino acids, that the center amino acid is a β-turn (residues i to i + 3) with m flanking residues on the left (i-m to i-1) and n flanking residues on the right (i + 4 to i + 3 + n). In Fuchs and Alix’s [5] work, they selected the window which contained 12 amino acids. In our work, we found that the optimal window size is 10 residues long (the window which contained 10 amino acids to predict the β-turn types in proteins.

β-turn types and non turn extract.

3) The Position Conservation Scoring Function (DF)

The position conservation scoring function algorithm is a simple but effective forecast model. In this work, we only calculate the scores of β-turn types, the score of segment S can be defined as [2].

\[ S = \sum_{i=1}^{20} C_i (P_{ij} - P_{i,\text{min}}) / \sum_{i=1}^{20} C_i (P_{i,\text{max}} - P_{i,\text{min}}) \]

\[ P_{ij} = (n_{ij} + \sqrt{N_i / 20}) / (N_i + \sqrt{N_i}) \]

\[ C_i = 100 / \log 20 \left( \sum_{j=1}^{20} P_{ij} \log P_{ij} + \log 20 \right) \]

Where \( j \) is the 20 amino acids, \( N_i \) is the number of amino acids in the position \( i \), \( n_{ij} \) is the number of amino acids \( j \) in the position \( i \). \( P_{i,\text{min}} \) and \( P_{i,\text{max}} \) are the minimal and maximal values of amino acid probabilities at position \( i \), respectively. \( P_{ij} \) is the observed probability of amino acid \( j \) at position \( i \). \( C_i \) is the conservation index vector at position \( i \).

The frequencies of 20 amino acids at each position are selected as the basic parameters. Using the training set of seven β-turn types and nonturn, arbitrary sequence segments can obtain 8 DF values which be calculated by (1).

4) The Increment of Diversity (ID)

The increment of diversity algorithm is essentially a measure of the composition similarity level for two systems which has been applied in the recognition of protein structural class [12] and the prediction of subcellular location of proteins [13]. In this work, we only calculate the increment of diversity values of β-turn types.

In the state space of \( s \) dimension, the diversity measure for diversity sources \( S \): \( \{m_1, m_2, \ldots, m_s\} \) is defined as [12,13]:

\[ D(S) = M \log M - \sum_{j=1}^{M} m_j \log m_j \]

In the same state space, ID between the source of diversity \( X \): \( \{n_1, n_2, \ldots, n_k\} \) and \( Y \): \( \{m_1, m_2, \ldots, m_s\} \) is defined as:

\[ \beta = \frac{\sum_{i=1}^{N} \xi_i}{N} \]

Where \( N = \sum n_i, M = \sum m_j \).

The frequencies of 20 amino acids at each position are selected as the basic parameters. Construct 8 diversity sources using the training sets of seven β-turn types and nonturn, arbitrary sequence segments can obtain 8 ID values which be calculated by (5).

5) Support Vector Machine (SVM)

SVM is an extremely successful learning machine based on statistical learning theory and first proposed by Vapnik [14,15], which is a convex optimization problem, thus local optimal solution is the global optimal solution. The machine conceptually implements the following idea: input vector are non-linearly mapped to a very high-dimension feature space.

In this feature space a linear decision surface is constructed [10,14]. In this paper, our work is a non-linearly problem, so we only introduce the linear non-separable case.

In order to allow for training errors, “soft margin” technique was introduced, which were slack variables \( \xi_i > 0 \) and the relaxed separation constraint:

\[ y_i (w \cdot x_i + b) \geq 1 - \xi_i \quad (i = 1, \ldots, N) \]

The optimal separating hyperplane can be found by:

\[ \min \left( \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} \xi_i \right) \]

Here \( C \) is a regularization parameter used to decide a trade-off between the training error and the margin. The form of the decision function is:

\[ f(x) = \text{sgn} \sum_{i=1}^{N} y_i a_i \cdot K(x, x_i) + b \]

Here, \( K(x, x_i) \) is the kernel function. In this paper, we select the radial basis kernel function.

**Table 1. The numbers of β-turn types and nonturn extracted from the three databases.**

<table>
<thead>
<tr>
<th>Type</th>
<th>I</th>
<th>I'</th>
<th>II</th>
<th>II'</th>
<th>VIII</th>
<th>IV</th>
<th>IV</th>
<th>Nonturn</th>
</tr>
</thead>
<tbody>
<tr>
<td>SET426</td>
<td>2457</td>
<td>302</td>
<td>924</td>
<td>168</td>
<td>672</td>
<td>2542</td>
<td>132</td>
<td>21371</td>
</tr>
<tr>
<td>SET547</td>
<td>2640</td>
<td>314</td>
<td>992</td>
<td>183</td>
<td>739</td>
<td>2672</td>
<td>144</td>
<td>25279</td>
</tr>
<tr>
<td>SET823</td>
<td>3808</td>
<td>500</td>
<td>1393</td>
<td>271</td>
<td>971</td>
<td>3794</td>
<td>226</td>
<td>35313</td>
</tr>
</tbody>
</table>
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\[ K(x_i, x_j) = \exp(-g \|x_i - x_j\|^2) \].

Figure 1 is an example of a separable problem in a two dimensional space, which comes from [14]. The support vectors, marked with grey squares, define the margin of largest separation between the two classes.

SVM has been compiled into the software packages, in which we use the libsvm-2.89 software packages, this package can be downloaded from http://www.csie.ntu.edu.tw/~cjlin/libsvm. The following steps were performed to predict \( \beta \)-turn types: first, select the input vector of the SVM; second, inputting the vector into SVM for training, we can obtain the optimal values of parameters \( C \) and \( g \) are all 0.5; third, a classifier is constructed, and then use this classifier to predict \( \beta \)-turn types.

6) Performance Measures

In order to measure the performance of prediction method, the four most frequently-used parameters [4,5,7] percentages of observed \( \beta \)-turn types that are correctly predicted (\( Q_{\text{obs}} \)), percentages of correctly predicted \( \beta \)-turn types (\( Q_{\text{pred}} \)), the Matthews Correlation Coefficient (MCC) and the overall prediction accuracies (\( Q_{\text{total}} \) have been calculated by following equations.

\[
Q_{\text{obs}} = \frac{a}{(a+c)} \times 100
\]  
\[
Q_{\text{pred}} = \frac{a}{(a+d)} \times 100
\]  
\[
MCC = \frac{(a + b_i - c_i - d_i)}{\sqrt{(a+c)(a+d)(b_i+c_i)(b_i+d_i)}}
\]  
\[
Q_{\text{total}} = \left(\frac{a + b_i}{(a+b_i+c_i+d_i)}\right) \times 100
\]

Where \( a_i \) is the number of correctly classified \( \beta \)-turn type \( i \), \( b_i \) is the number of correctly classified nonturns, \( c_i \) is the number of \( \beta \)-turn type \( i \) incorrectly classified as nonturns or some other turn type, \( d_i \) is the number of nonturns incorrectly classified as \( \beta \)-turn type \( i \).

3. Results and Discussion

1) Predictive Results of \( \beta \)-turn Types in the SET426

Widely believed, the prediction performance of \( \beta \)-turn types can be greatly improved by using the predictive secondary structure information (PSI) [4,5,7]. So in this paper, we selected the PSI as input parameter of SVM. The PSI from PSIPRED [16] is encoded as follows: helix \( \rightarrow (1, 0, 0) \), strand \( \rightarrow (0, 1, 0) \), coil \( \rightarrow (0, 0, 1) \).

Because the prediction methods of \( \beta \)-turn types mostly used seven-fold cross-validation to assess the accuracy [4, 5,7], in this work we also employed seven-fold cross-validation to evaluate the performance of our method.

Using composite vector with 8 DF, 8 ID and 3 PSI as input parameter of SVM to predict the \( \beta \)-turn types in the SET426. The predictive result for seven-fold cross-validation in the SET426 are also shown in Table 2. In Table 2 the MCC for every \( \beta \)-turn types are higher than 0.47 (except \( \beta \)-turn types VIII and II’). Particularly, the MCC for \( \beta \)-turn types I and II reach 0.74 and 0.68 respectively. The \( Q_{\text{total}} \) for every \( \beta \)-turn types exceed 91.8%. The \( Q_{\text{pred}} \) for every \( \beta \)-turn types exceed 83.6% (except \( \beta \)-turn types II’ and VI).

In order to comparing with other methods, the predictive result of other methods [4,5,7] for seven-fold cross-validation in the SET426 are also shown in Table 2. Comparing with other methods, the prediction performance of our method is better than other methods. For example, in previous work, the MCC in Kirschner’s [7] work is the best among other works (except \( \beta \)-turn type IV), but the MCC in our method are better than Kirschner’s [7] work.

2) Predictive Results of \( \beta \)-turn Types in the SET547 and SET823

To evaluate the predictive method, we selected the composite vector with 8 DF, 8 ID and 3 PSI as input parameter of SVM to predict the \( \beta \)-turn types in the SET547 and SET823, respectively. The seven-fold cross-validation results were shown in Table 3. The prediction performance in the SET823 is better than in the SET547. For example, the MCC in the SET823 is better than in the SET547 (except \( \beta \)-turn type I’). Compared Tables 2 and 3, in the SET426, we obtained the best prediction performance among the three databases. The prediction results of our method in three databases are different, but the trend remained the same. The results are consistent with the Fuchs and Alix’s work [5]. It denoted our method presented a strong stability whatever the database size.

4. Conclusion

In this work, we selected the frequencies of 20 amino acids at each position as basic parameters and in order to avoid overfitting, we used the position conservation scoring function and increment of diversity algorithms to reduce the dimension. The values of the DF, ID and PSI were used to construct the composite vector as input pa-
Table 2. The predictive result using different methods in the SET426 using the 7-fold cross-validation.

<table>
<thead>
<tr>
<th>Type</th>
<th>MCC</th>
<th>Q_{total} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0.74</td>
<td>0.31</td>
</tr>
<tr>
<td>I’</td>
<td>0.49</td>
<td>0.36</td>
</tr>
<tr>
<td>II</td>
<td>0.68</td>
<td>0.34</td>
</tr>
<tr>
<td>II’</td>
<td>0.23</td>
<td>0.14</td>
</tr>
<tr>
<td>VIII</td>
<td>0.20</td>
<td>0.08</td>
</tr>
<tr>
<td>IV</td>
<td>0.47</td>
<td>0.19</td>
</tr>
<tr>
<td>VI</td>
<td>0.49</td>
<td>-</td>
</tr>
<tr>
<td>Nonturn</td>
<td>0.53</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3. The predictive results in the SET547 and SET823 for 7-fold cross-validation.

<table>
<thead>
<tr>
<th>Type</th>
<th>SET547</th>
<th>SET823</th>
<th>SET547</th>
<th>SET823</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MCC</td>
<td>Q_{total} (%)</td>
<td>MCC</td>
<td>Q_{total} (%)</td>
</tr>
<tr>
<td>I</td>
<td>0.51</td>
<td>93.0</td>
<td>94.2</td>
<td>0.53</td>
</tr>
<tr>
<td>I’</td>
<td>0.53</td>
<td>99.0</td>
<td>99.3</td>
<td>0.34</td>
</tr>
<tr>
<td>II</td>
<td>0.55</td>
<td>97.3</td>
<td>97.3</td>
<td>0.09</td>
</tr>
<tr>
<td>II’</td>
<td>0.34</td>
<td>91.1</td>
<td>91.0</td>
<td>0.29</td>
</tr>
<tr>
<td>VIII</td>
<td>0.09</td>
<td>99.4</td>
<td>99.5</td>
<td>0.35</td>
</tr>
<tr>
<td>IV</td>
<td>0.35</td>
<td>80.6</td>
<td>82.0</td>
<td>0.36</td>
</tr>
<tr>
<td>IV</td>
<td>0.35</td>
<td>80.6</td>
<td>82.0</td>
<td>0.36</td>
</tr>
<tr>
<td>Nonturn</td>
<td>0.36</td>
<td>80.6</td>
<td>82.0</td>
<td>0.36</td>
</tr>
</tbody>
</table>
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