Wavelet-Based Nonstationary Wind Speed Model in Dongting Lake Cable-Stayed Bridge
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Abstract

The wind-rain induced vibration phenomena in the Dongting Lake Bridge (DLB) can be observed every year, and the field measurements of wind speed data of the bridge are usually nonstationary. Nonstationary wind speed can be decomposed into a deterministic time-varying mean wind speed and a zero-mean stationary fluctuating wind speed component. By using wavelet transform (WT), the time-varying mean wind speed is extracted and a nonstationary wind speed model is proposed in this paper. The wind characteristics of turbulence intensity, integral scale and probability distribution of the bridge are calculated from the typical wind samples recorded by the two anemometers installed on the DLB using the proposed nonstationary wind speed model based on WT. The calculated results are compared with those calculated by the empirical mode decomposition (EMD) and traditional approaches. The compared results indicate that the wavelet-based nonstationary wind speed model is more reasonable and appropriate than the EMD-based nonstationary and traditional stationary models for characterizing wind speed in analysis of wind-rain-induced vibration of cables.
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1. Introduction

Under the simultaneous occurrence of moderate wind and rain, cables in cable-stayed bridges are prone to excessive and unanticipated vibration due to large flexibility, relatively small mass and low inherent damping have been reported in a number of cable-stayed bridges worldwide [1-3]. This vibration can cause reduced cable and connection life due to fatigue or rapid deterioration of the corrosion protection system and may result in the loss of public confidence in the bridge [4]. Excessive studies have been thus carried out to explore the mechanism and explain the complex phenomenon of wind-rain-induced excessive vibration of stay cables.

The main research methods on wind-rain-induced cable vibration include theoretical analyses [5], wind tunnel simulation tests [6] and field observation [1,7,8]. Some main features for wind-rain-induced vibration have been captured. However, almost all previous researches were based on the assumption of considering wind as a stationary random process. In fact, the wind speed cannot keep a stationary level for a long time [7] and errors may be resulted if the stationary-assumed approach is still adopted.

This paper aims to seek a wavelet-based method to investigate wind characteristics on basis of the field measured wind data of the Dongting Lake Bridge (DLB) in Hunan, China. The DLB is a three-tower prestressed concrete cable-stayed bridge, shortly after opening to traffic in 2000, several times excessive cable vibration under wind and rain conditions were observed. A series of field observation and measurements have been carried out to investigate the characteristics of wind and rain and cable vibration responses, and magneto-rheological (MR) dampers have been successfully used to mitigate the cable vibration in 2003 [3]. Combining the field measurements of wind and wavelet multiscale analysis, the time-varying mean wind speed is extracted and a nonstationary wind speed model is proposed based on the typical. The wind parameters in rain-wind-induced vibration are obtained by using the proposed nonstationary model and compared with previous research results based on the stationary assumption. It is concluded that the wavelet-based approach is more rea-
sonable and appropriate than traditional and EMD-based approaches for characterizing wind speed in analysis of wind-rain-induced vibration of cables.

2. Wind Speed Models

2.1. Stationary Wind Speed Model

The actual wind field near the ground should include three orthogonal components such as a vertical wind speed component \( W(t) \), a longitudinal wind speed component \( U(t) \), and a lateral wind speed component \( V(t) \), and the descriptions of their relative characteristics. In the traditional stationary wind speed model, the boundary layer longitudinal wind speed component \( U(t) \) at a given height is assumed as an ergodic random process consisting of a constant mean wind speed component \( \bar{U} \), and a longitudinal fluctuating wind speed component \( u(t) \), i.e.

\[
U(t) = \bar{U} + u(t) \tag{1}
\]

The mean wind speed component \( \bar{U} \) produces static effects on structures and the fluctuating wind speed component \( u(t) \) produces dynamic effects. The mean wind speed denotes an average over a time interval \( T \), which is commonly taken as 3 s, 10 min or 1 h with respect to wind effects on structures, leading to the so-called 3 s gust, 10 min or hourly mean wind.

\[
\bar{U} = \frac{1}{T} \int_0^T U(t) dt \tag{2}
\]

The mean wind speed of \( W(t) \) and \( V(t) \) are assumed zero and the relevant fluctuating wind speed components \( v(t) \) and \( w(t) \) are assumed zero-mean stationary random process.

2.2. Nonstationary Wind Speed Model

Some research studies [7,9] have shown that based on field measurements, wind speed cannot maintain a stationary level for a long time and usually has obvious nonstationary characteristics. The characteristics of nonstationary random process represent that the information of time-domain, frequency-domain etc. are related with time and are not ergodic. The nonstationary wind speed can be modeled as the sum of a deterministic time-varying mean wind speed plus a zero-mean stationary random process for fluctuating wind speed [10].

\[
U(t) = \bar{U}(t) + u^t(t) \tag{3}
\]

where \( \bar{U}(t) \) is a deterministic time-varying mean wind speed reflecting the temporal trend of wind speed; and \( u^t(t) \) is a fluctuating wind speed of a zero-mean stationary process. The above nonstationary model can be expanded to lateral and vertical wind speed. In fact, if wind speed \( U(t) \) is a strictly stationary random process, the time-varying mean wind speed \( \bar{U}(t) \) will be the constant mean wind speed component \( \bar{U} \) defined in Equation (1). The stationary wind speed model Equation (1) thus can be looked at as an especial case of the nonstationary model Equation (3).

3. Time-Varying Mean Wind Speed Extraction Based on WT

3.1. Wavelet Transform

Traditional Fourier transform (FT) decomposes a signal into frequency components and determines the strength of each component. This decomposition is represented by a power spectrum of a signal. However, such an analysis does not indicate if a particular frequency component of significant (local) variations occurred, and is not suitable for nonstationary signals. A short-time Fourier transform (STFT) moves a fixed-duration window over a signal and extracts the frequency content in that interval. The STFT overcomes limitations of FT and has been successfully applied in analysis of globally nonstationary signals. However, a fixed size of a filter window was found to be a limiting factor due to the resulting fixed frequency resolution.

The wavelet transform (WT) overcomes the limitations of FT and STFT. It can be thought of as a generalized STFT, with a frequency-dependent window size [11]. A wavelet family \( \psi_{a,b} \) is the set of elementary functions generated by dilations and translations of a unique admissible mother wavelet \( \psi(t) \):

\[
\psi_{a,b}(t) = \frac{1}{\sqrt{a}} \psi \left( \frac{t-b}{a} \right) \tag{4}
\]

where \( a, b \in R, a \neq 0 \), are the scale and translation parameters, respectively, and \( t \) is the time. At \( b \) the wavelet function is centered, and as \( a \) increases, the wavelet becomes narrower. The signal is then decomposed into a series of basis functions of length consisting of dilated (stretched) and translated (shifted) versions of the mother function, i.e., wavelets of different scales and positions in time or space [12]. Therefore, the wavelet function can provide a good local frequency resolution for both low and high frequency components of a signal.

The continuous wavelet transform (CWT) of signal \( x(t) \in L^2(R) \) (the space of real square summable functions) is defined as the correction between the function \( x(t) \) with the family wavelet \( \psi_{a,b} \) for each \( a \) and \( b \):

\[
W_x(a,b) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} x(t) \psi \left( \frac{t-b}{a} \right) dt \tag{5}
\]

For special election of the mother wavelet function \( \psi(t) \) and for the discrete set of parameters, \( a_j = 2^j \) and
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\[ b_{j,k} = 2^{-j}k, \quad \text{with} \quad j, k \in \mathbb{Z} \] (the set of integers), the family
\[
\psi_{j,k}(t) = 2^{j/2} \psi(2^j t - k) \quad j, k \in \mathbb{Z}
\]
constitutes an orthonormal basis of the Hilbert space \( L^2(\mathbb{R}) \) consisting of finite-energy signals. The correlated decimated discrete wavelet transform (DWT) is obtained by
\[
W_{j,k} = 2^{j/2} \int_{-\infty}^{\infty} x(t) \overline{\psi}(2^j t - k) dt = \langle x, \psi_{j,k} \rangle
\]
where \( j = -N, \cdots, -1, \quad N = \log_2(M) \). Equation (7) provides a nonredundant representation of signal and its values constitute the coefficients in a wavelet series. These wavelet coefficients provide full information in simple way and direct estimation of local energies at different scales. Moreover, the information can be organized in hierarchical scheme of nested subspaces called multiresolution analysis in \( L^2(\mathbb{R}) \). If the decomposition is carried out over all resolutions levels, the sampled signal can be expressed as below [13]:
\[
x(t) = \sum_{j=-N}^{1} \sum_{k} W_{j,k} \psi_{j,k}(t) = \sum_{j=-N}^{1} r_j(t)
\]
where \( t = 1, 2, \cdots, M \), wavelet coefficients \( W_{j,k} \) can be interpreted as the local residual errors between successive signal approximations at scales \( j \) and \( j+1 \), and \( r_j(t) \) is the residual signal at scale \( j \).

3.2. Time-Varying Mean Wind Speed Extraction

Since the wavelet function family \( \{\psi_{j,k}(t)\} \) is an orthonormal basis for \( L^2(\mathbb{R}) \), the concept of energy is linked with the usual notions derived from the Fourier theory. Then, the wavelet coefficients are given in Equation (7), the number of coefficients at each resolution level is \( N_j = 2^j M \). Note that this correlation gives information on the signal at scale \( 2^j \), and time \( 2^{-j} k \). The set of wavelet coefficients at level \( j \), \( \{c_{j,k}\} \) is also a stochastic process where \( k \) represents the discrete time variable [14]. It provides a direct estimation of local energies at different scales. The energy at resolution level is given by
\[
E_j = \left\| r_j \right\|^2 = \sum_{k} \left| W_{j,k} \right|^2
\]
For a complex nonstationary signal, the longest period component obtained by WT decomposing in maximum layers, is not always the optimal component reflecting the local information of nonstationary time-varying mean. Therefore, the key issue in using WT to extract the trend in nonstationary signals is how to make sure the most reasonable number of decomposition layers is considered.

Based on the wavelet theory, the wavelet has the characteristic of conservation of energy when the wavelet function is a series of orthogonal basis functions. For a discrete WT, the energy of each layer detail coefficient can be obtained using Equation (9). The appropriate levels for decomposing the time-varying mean wind speed were quantitatively determined by the sudden change of simple scale wavelet energy. The accurate time-varying mean wind speed was then obtained by the inverse discrete orthogonal wavelet transforms of approximate coefficients [15].

3.3. Wavelet Selection and Comparison

In order to verify the effectiveness and veracity of time-varying mean extraction by using WT, in this paper, a set of zero mean stationary wind speeds were simulated by adopting harmonic superposition method, as shown in Figure 1(a). The time-varying mean value is obtained by modulating constant mean \( \bar{U} \) based on different modulation functions, and the nonstationary wind speed \( U(t) \) can be obtained by superposition of the dispersed time-varying mean value and stationary wind speed. This paper considers constant amplitude cosine function, linear function and exponential function as constant mean modulation functions. The functions are shown in Equations (10)-(12), respectively,
\[
U(t) = \bar{U}(1 + \cos \frac{\pi}{900} t), \bar{U} = 20 m/s, t \in [0, 3600]
\]
\[
U(t) = \bar{U}(1 + t / 3600), \bar{U} = 20 m/s, t \in [0, 3600]
\]
\[
U(t) = \bar{U} e^{0.3600 t}, \bar{U} = 20 m/s, t \in [0, 3600]
\]
The time-varying mean nonstationary wind speeds by using Equations (10)-(12) are obtained and shown in Figures 1(b)-(d), respectively.

The first step in using WT to extract time-varying mean is selecting an appropriate wavelet function family. In the wavelet tool box of MATLAB R2007, some orthogonal wavelet families such as Daubechies wavelet, Symlets wavelet, Coiflets wavelet and Discrete Meyer wavelet can be used to extract the trend component, and some Biorthogonal and Reverse Biorthogonal wavelets can also be used for trend extraction. Since the wavelets db, and sym have compactly supported orthogonality [16], they thus adapt well to DWT. db \( N \) (\( N \) is the wavelet order number) indicates the Daubechies wavelet family with vanishing moment \( N \), wavelet and scale functions effective supported length \( 2N-1 \); coif \( N \) indicates the biorthogonal Coiflet wavelet family with vanishing moment \( N \), effective supported length \( 2N-1 \) and filtering length \( 6N \); and sym \( N \) indicates the orthogonal Symlets wavelet family with vanishing moment \( N \), effective supported length \( 2N-1 \) and filtering length...
The trend extraction precision of using orthogonal wavelets of db10, coif5, sym7 and dmey are compared in this paper. By using db10 wavelet, coif5 wavelet, sym7 wavelet, dmey wavelet and the empirical mode decomposition (EMD) [17], the time-varying mean extraction of nonstationary wind speeds shown in Figures 1(b)-(d) are carried out, respectively. Shown in Figure 2 are the time-varying wind speeds extracted by wavelets and EMD. Table 1 lists the comparison of mean square deviation (MSD) between the extracted and theoretical means by using optimal wavelet functions of the 4 wavelets and EMD. From the Figure 2 and Table 1, it is seen that: 1) The MSD between the extracted and theoretical mean value obtained by EMD is much bigger than those obtained by all the aforementioned wavelets; 2) Among the different wavelets, the extracted precision of the unsymmetrical wavelet db10 is better than those of symmetrical wavelets coif5, sym7 and dmey, and wavelet coif5 is better than wavelet sym 7 and dmey; and 3) The extracted precisions of linear function are better than cosine and exponential functions. It is found that too large or too small a wavelet order number can affect the extracted precision, and wavelet db10 has higher precision for any mean extraction. In fact, the four wavelet functions db, coif, sym7 and dmey all can be used to extract the time-varying mean wind speed. In order to gain better application effects, wavelet db10 is selected to extract the time-varying mean wind speed from the measured typical wind samples of the Dongting Lake cable-stayed bridge in this paper.

4. Description of Bridge and Field Measurements

The Dongting Lake Bridge (DLB), as shown in Figure 3, is the first three-tower prestressed concrete cable-stayed bridge located in the influx of Dongting Lake into the Yangtze River, China. The bridge consists of two main spans of 310 m each and two side spans of 130 m each with 25.0 m clearance height above water level. The deck is 23.4 m wide with four lanes of traffic. The central tower is 125.7 m high and side towers are 99.3 m

<table>
<thead>
<tr>
<th>Modulation functions</th>
<th>Wavelet (m/s)</th>
<th>EMD (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosine function</td>
<td>2.283</td>
<td>2.324</td>
</tr>
<tr>
<td>Linear function</td>
<td>0.314</td>
<td>0.315</td>
</tr>
<tr>
<td>Exponential function</td>
<td>0.415</td>
<td>0.670</td>
</tr>
</tbody>
</table>
Figure 2. Extracted time-varying mean wind speeds: (a) Obtained by wavelet db10; (b) Obtained by wavelet coif5; (c) Obtained by wavelet sym7; (d) Obtained by EMD.

series of field observation and measurements were conducted, and finally MR dampers were installed on the cables (see Figure 4(a)) to mitigate cable vibration [3,7].

Figure 3. Elevation of Dongting Lake Bridge (DLB).

Figure 4. Dongting Lake Bridge: (a) MR dampers installed on the cables; (b) Anemometer at deck level; (c) Anemometer at top of south side tower.
The field tests included measurements of wind and rain characteristics, cable vibration and its mitigation by using MR dampers. Two three-axis ultrasonic anemometers were installed on the top of the south side tower and deck level near cable A12, respectively. Deck level one is situated at an elevation of 26 m, 4 m stretching out from the deck edge with a horizontal cantilever (see Figure 4(b)). Tower top one is situated at an elevation of 102 m, 2 m high above the tower top cantilever (see Figure 4(c)). One data acquisition and processing system in the bridge site can record the data while wind-rain-induced vibration occurs. The sample frequencies of wind speed and acceleration response are 4 Hz and 100 Hz, respectively. Continuous field measurements were conducted for 47 days from 24 March to 11 May 2003.

5. Wind Characteristics of DLB

5.1. Typical Wind Speed Samples

During the field testing period in 2003, significant wind-rain-induced vibrations were observed, and the corresponding wind speed and direction, rainfall and cable acceleration response data were recorded. The four typical measured wind speed data segments (1 h) from anemometers installed on the top of the south side tower and bridge deck level during wind-rain-induced vibration duration on 1 April 2003 are considered here. Shown in Figures 5(a) and (b) are the 1h duration wind speed samples from bridge deck level anemometer between 17:10 to 18:10 and 22:20 to 23:20, 1 April 2003, respectively. Shown in Figures 5(c) and (d) are the 1 h duration wind speed samples from the tower top anemometer between 17:10 to 18:10 and 22:20-23:20, 1 April 2003, respectively. By using the nonstationary wind speed model based on WT proposed in this paper, the time-varying mean wind speeds of the four typical wind samples obtained are shown in Figures 5(a)-(d). Figures 5(a)-(d) also show the time-varying mean wind speeds obtained by EMD and the traditional constant mean wind speeds for comparison. It is seen that the mean wind speed in 1h is time-varying, and it is not appropriate to adopt the constant mean wind speed assumption. The time-varying mean wind speeds obtained by WT and EMD are a continuous function of time with a designated frequency level, which is more natural than the traditional time-averaged mean wind speed with the certain time interval [10]. If the traditional stationary approach is used, the errors may result in the calculated wind characteristics.

Figure 5. Typical wind speed samples and their time-varying and hourly mean wind speeds: (a) Deck wind sample 1 (17:10-18:10, 1 April 2003); (b) Deck wind sample 2 (22:20-23:20, 1 April 2003); (c) Tower wind sample 1 (17:10-18:10, 1 April 2003); (d) Tower wind sample 2 (22:20-23:20, 1 April 2003).
5.2. Turbulence Intensity

For stationary wind speed, the ratio of the standard deviation of fluctuating wind to mean wind speed is traditionally defined as the turbulence intensity. The turbulence intensity of longitudinal fluctuating wind for a given duration \( T \) is expressed by

\[
I_u = \frac{\sigma_u}{U}
\]  

with standard deviation

\[
\sigma_u = \sqrt{\frac{1}{T} \int_0^T u^2(t) \, dt}
\]  

For nonstationary wind speed, however, the mean wind speed is time varying, and turbulence intensity is also time dependent over time interval \( T \). To be consistent with the turbulence intensity by the traditional method, the mean value of the time varying turbulence intensity over the interval \( T \)

\[
I_u^* = \frac{\sigma_u^*}{U(t)}
\]

where \( \sigma_u^* \) means the standard deviation of fluctuating wind speed over the interval \( T \), and \( u'(t) \) is a fluctuating wind speed of a zero-mean stationary process. To have a comparison of turbulence intensities obtained by WT, EMD and traditional stationary model, the average values of longitudinal turbulence intensity of 1h duration are computed using the typical wind samples from the two anemometers installed on the bridge deck and tower top compared in Table 2. It is found that the mean values of turbulence intensities computed by nonstationary models are smaller than those obtained by the traditional stationary model. The maximum difference between the nonstationary model based on WT and traditional stationary model is 12.4%, and the mean difference is 9.1%. The trends of wind speed vary rapidly, as shown in Figure 5, which can lead to overestimation of turbulence intensity by the traditional stationary approach. Among the two nonstationary approaches based on WT and EMD, the results by WT are slightly smaller than those by EMD, the maximum and mean differences are 7.8% and 4.7%, respectively.

5.3. Integral Scale

Integral scales were calculated by fitting an exponential curve through the autocorrelation function for each 1h sample segment. Using the typical wind samples from the two anemometers installed on the bridge deck and tower top (see Figure 5), the calculated average values of integral scale of 1h duration are computed by WT, EMD and traditional stationary approach, and compared in Table 3. Like the compared results of turbulence intensity, the average values of integral scale calculated by nonstationary models based on WT and EMD are larger than those obtained by the traditional stationary model. The maximum and mean differences between the nonstationary model based on WT and traditional stationary model are 62.9%, 53.8%, respectively. The trends of wind speed vary rapidly, as shown in Figure 5, which can lead to overestimation of integral scale by the traditional stationary approach. Among the two nonstationary approaches based on WT and EMD, the results by WT are slightly smaller than those by EMD, the maximum and mean differences are 27.3% and 14.8%, respectively.

5.4. Probability Distribution

For stationary wind speed, the probability distribution of longitudinal fluctuating wind speed is assumed follows the Gaussian distribution given by

\[
p(u) = \frac{1}{\sqrt{2\pi\sigma_u^2}}e^{-u^2/2\sigma_u^2}
\]

where \( \sigma_u \) is the standard deviation aforementioned. For nonstationary wind speed, however, the mean wind speed is time varying, and turbulence intensity is also time dependent over time interval \( T \). To be consistent with the turbulence intensity by the traditional method, the mean value of the time varying turbulence intensity over the interval \( T \)


![Table 2. Comparison of average values of longitudinal turbulence intensity.](image)

<table>
<thead>
<tr>
<th>Wind speed record</th>
<th>Nonstationary model Based on WT</th>
<th>Based on EMD</th>
<th>Stationary model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deck level</td>
<td>Sample 1</td>
<td>0.1296</td>
<td>0.1370</td>
</tr>
<tr>
<td></td>
<td>Sample 2</td>
<td>0.1116</td>
<td>0.1126</td>
</tr>
<tr>
<td>Tower top</td>
<td>Sample 1</td>
<td>0.0833</td>
<td>0.0870</td>
</tr>
<tr>
<td></td>
<td>Sample 2</td>
<td>0.0939</td>
<td>0.1012</td>
</tr>
</tbody>
</table>

![Table 3. Comparison of average values of integral scale.](image)

<table>
<thead>
<tr>
<th>Wind speed record</th>
<th>Nonstationary model Based on WT</th>
<th>Based on EMD</th>
<th>Stationary model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deck level</td>
<td>Sample 1</td>
<td>121</td>
<td>154</td>
</tr>
<tr>
<td></td>
<td>Sample 2</td>
<td>46</td>
<td>55</td>
</tr>
<tr>
<td>Tower top</td>
<td>Sample 1</td>
<td>36</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>Sample 2</td>
<td>209</td>
<td>223</td>
</tr>
</tbody>
</table>
where $\sigma^*$ is the standard deviation of fluctuating wind speed over the interval $T$, and $u^*(t)$ is a fluctuating wind speed of a zero-mean stationary process. To investigate probability distributions of nonstationary wind samples, four typical wind speed samples recorded at the two anemometers installed on the top of the south side tower and deck level, as shown in Figure 5 are taken as examples.

Displayed in Figure 6 are the probability distributions of two typical fluctuating wind speeds recorded from the deck level anemometer (see Figures 5(a) and (b)) and two typical fluctuating wind speeds recorded from south tower anemometer (see Figures 5(c) and (d)) together with Gaussian density functions, respectively. The probability distributions based on WT are calculated from fluctuating wind speed obtained by subtracting the time-varying mean wind speed at a frequency level of 1/3600 Hz from original wind sample. The probability distributions based on EMD nonstationary and traditional stationary wind speed models are also computed and compared in Figure 6. It is seen that the probability densities obtained by the nonstationary model based on WT comply with the Gaussian distribution better than those calculated by nonstationary model based on EMD and traditional stationary model. Especially, as shown in Figure 6(d), the probability distribution of the fluctuating wind speed obtained based WT from tower original wind sample 2 (22:20-23:20, 1 April 2003) complies with Gaussian distribution well, but the results obtained based EMD and traditional stationary model deviate from the Gaussian distributions significantly. Thus, it may be concluded that wavelet-based stationary model is more reasonable and reliable for characterizing field measured nonstationary wind speeds.

6. Conclusions

Wind-rain-induced vibration of stay cables in cable-stayed bridge is very complicated. It is necessary to establish a reasonable wind speed model for further analysis of cable wind-rain induced vibration. A wavelet-based method for analyzing wind measurement data has been proposed in this paper. Since field measured wind samples are usually nonstationary, the proposed approach can release the limitation of stationary wind assumption of the traditional approach. The time-varying mean wind speed is more reasonable than the traditional time-averaged mean wind speed for a nonstationary wind speed record. Though the wavelet function selection problem of discrete orthonormal WT exists, there is a reasonable space for wavelet function

\[
p(u^*) = \frac{1}{\sqrt{2\pi \sigma^*}} e^{-u^*/2\sigma^*}
\]

(16)

Figure 6. Comparison of probability densities: (a) Deck wind sample 1(17:10-18:10, 1 April 2003); (b) Deck wind sample 2 (22:20-23:20, 1 April 2003); (a) Tower wind sample 1 (17:10-18:10, 1 April 2003); (d) Tower wind sample 2(22:20-23:20, 1 April 2003).
selection, and the influence is very limited. The analysis process is simple and has higher precision once an appropriate wavelet function is selected. The comparison results indicate that wavelet db10 is the best one from the orthogonal wavelet families which can be used to extract the time-varying mean wind speed.

Based on the typical field measurement wind samples recorded from the two anemometers installed on the tower top and deck level of the DLB during wind-rain-induced vibration on 1 April 2003, the time-varying mean wind speed and the wind are calculated by the nonstationary wind speed model based on WT, and the calculated results are compared with those obtained by the EMD nonstationary and stationary models. The comparison results show that: 1) the turbulence intensities and integral scales of longitudinal wind speed models based on WT and EMD are smaller than those obtained by traditional stationary model; 2) the fluctuating wind components after wiping off the time-varying mean wind speeds from original wind records are more complied with the standard Gaussian distribution; 3) The comparison of WT and EMD indicates that the time-varying mean wind speed extracted by WT is more reliable and effective than EMD due to its end effect. It can be concluded that the wavelet-based method proposed in this paper is more appropriate than the traditional and EMD-based methods for characterizing wind speed in analysis of wind-rain-induced vibration of cables.
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