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Abstract 
The current IT cloud computing is playing a vital role in most of the areas such as Education, Re-
search, Health care, etc. The cloud computing technology involving in sensor networks embedded 
system and IOT (Internet of Things). At present scenario, the sensors collected the information 
from the particular environment, where the sensors are fixed and transfer the collected informa-
tion to cloud storage, here the challenge is the data transmission i.e. data that traverse from sen-
sor to cloud environment are the big issue and maximum number of data loss is very high espe-
cially in dynamic routing environment. If data loss is identified in any routing path then automat-
ically the information will transfer to alternate routing path. In this paper, we introduce a new al-
gorithm for automatic routing path selection that can be integrated with cloud technology. This 
algorithm supports when data loss is found in the particular path of a network, then it selects an 
alternate route to transfer the data. The proposed model is comparatively more efficient than the 
prior methodologies. The implementation of the proposed work is done on NS3 simulator, and the 
performance metric is analyzed. 
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1. Introduction 
Wireless sensor networks are like a self organizing communication model, where all the sensors connect through 
wireless communication network channels in multi-hub environment [1]. Here the big challenge is to integrate 
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sensors through internet and another challenge is to communicate the information through internet. The advan-
tage of existing model is that the user can access the data at any time and any location [2] [3]. In such a case, the 
assigning of the address to each and every sensor node is very difficult and lots of sensor nodes present in the 
WSN lead to the storage problem. The data storage and process are moved to the cloud computing environment 
to rectify this problem [5]. Cloud computing is one of the most emerging technologies in the current scenario; 
the main characteristics of cloud are on-demand, resource polling, elasticity and broad network access [4]. The 
major concept of cloud is based on virtualization (like logical instances), so we can connect our physical sensors 
to logical virtual sensors. 

During the construction of sensor networks, we are proposing CPEGASIS (Cluster Power-efficient gathering 
in Sensor Information system) protocol, for enabling multipath routing. This is based on clustering method and 
the gateway cluster supports to forward the user request to neighbor cluster where the Cluster head (CH) checks 
whether the data present itself or not. If data present it has to forward the data to gateway otherwise the request 
is forwarded to neighbor cluster. The working model of CPEGASIS protocol is shown in Figure 1. 

The architecture is normally explained about working procedure of WSN in cloud computing infrastructure. 
Cloud is act between user and WSN client. The client seeks data from the cloud based on user’s request, and the 
cloud gets the information from WSN. WSN consists of physical sensor nodes which are constructed based on 
the application requirements. WSN senses the data and sends the relevant information to cloud and finally cloud 
is providing the service to user. Here, the problem arises, when the WSN sends the information through the 
network via multiple paths. Here data communication is processed all the possible network routes even network 
traffic and route failure possibly occur in the internet. So, in this paper, we try to find out failure path and trans-
fer the packets at the instance of alternate route in the network. 

2. Related Works 
2.1. Sensor Networks  
The architectural design of sensor network is consist of autonomous sensors where the sensors are used to mon-
itor the physical environment of the sensor field. Each and every sensor nodes in a WSN are typically designed 
with radio transceiver, mini microcontroller, energy source and battery [6] [7]. The size and cost of the sensor 
nodes are based on characteristics, design, energy, memory and bandwidth especially the battery is to be defined 
the lifetime of sensor and sensor networks. The performance of wireless sensor networks is depending on three 
different technical areas such as sensing, communication and computation of the network [8]. In this sensor net-
works routing is challenge task, where the purpose of routing algorithm is transfer the data source to destination  
 

 
Figure 1. Working procedure for CPEGASIS protocol in cloud environment.            
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with minimum distance in a network. Routing algorithms classified into three types such as is multipath routing, 
dynamic routing and hierarchical routing. The characteristics of these routing algorithms are based on protocol 
design, routing speed, type of routing, network topology and bandwidth [9]. 

2.2. Routing Protocols in WSN 
Routing algorithm and protocol design are based on major two major categories one is based on Network struc-
ture and second category is based on protocol operation. Construction of network structure (based on protocol) 
is designed based on three methods includes flat based routing algorithm, hierarchical based routing algorithm 
and location based routing algorithm [10]. In Flat based routing method, the sensors are sense the data equally in 
WSN and also each and every sensor play a same role [11]. The second method is hierarchical based routing or 
cluster based routing, where the nodes are selected their own cluster head (CH) and the cluster head selection is 
based on high energy and power. Cluster Head Gateway (CHG) receives the query from Base station (BS) and 
collect the relevant information from cluster heads and transfers the data to BS. The selection of cluster head is 
based on the high energetic power. That is, the most energetic cluster can act as cluster head of a gateway. The 
third method is location based routing algorithm where the method is based on the sensor field and incoming signal 
from the BS. Depending on the signal, the nearest sensor node to the BS communicates the information to BS [12].  

The fourth method in WSN routing protocol is based on protocol operation, the protocol operation is working 
on five methods includes Multipath, Query, Quality of service, Coherent and Negotiation. Multipath enables 
communication between the nodes and the network. It is an alternative method for a single path communication 
[6]. Query process is based on user query, made in the network the sensor nodes are checking the relevant data 
itself and transfer the data depends on the query. Queries based on either natural language or high level language. 
The third important parameter is QOS; it is based on energy consumption and quality of the data in a WSN [13]. 
In coherent operation, the data if transfer to aggregators after a process. The process is collection of task; it in-
cludes time and also duplicate prevention. Negotiation operation is totally work to avoid redundant data trans-
mission in WSN.  

3. Proposed System 
The proposed methodology is enhancement of our existing Wireless sensor networks in Cloud environment 
(WSCE) using CPEGASIS (Cluster Power–efficient gathering in Sensor Information system) protocol. That 
particular model is based on data gathering based on CPEGASIS protocol this CPEGASIS protocol is an ad-
vancement of LEACH (Low–energy adaptive clustering hierarchy) and PEGASIS (Power-efficient gathering in 
Sensor Information system). In this working model the major challenge is data transmission without delay and 
increase the performance of data communication from WSN. In this paper we introduce a new routing algorithm 
that is High Performance Adaptive Multipath Routing (HPAMR) the process of HPAMR is explained in section 
3.1. The HPAMR is working architecture shown in Figure 2. 

3.1. Clustering in WSN 
Clustering technique is using in the proposed in WSCE and the section of cluster head is based on energy. 
Energy calculation is based on supply of voltage. That is calculated depended on communication, data transmis-
sion and every individual current. All the nodes have data and nodes controlled by cluster head. Gateway CH 
has all information about CH. The address format of the Gateway Cluster Head is defined in the following ad-
dress format.  
 

Cluster ID No of nodes in Cluster Energy level Data 

 
Based on this address format each and every cluster has this information in the WSN. Energy level we dis-

cussed already and Data is defining here the current state of the data. 

3.2. High Performance Adaptive Multipath Routing 
The proposed High Performance Adaptive Multipath Routing algorithm (HPAMR) is used with CPEGASIS 
protocol in the proposed system. The working process of HPAMR algorithm multipath is selected and resource  
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Figure 2. High performance adaptive multipath routing architecture.                                 

 
equally distributed in the Wireless sensor networks, Here all the network path may not have a equal capacity so 
load is equally distributed and transfer the data in the network if congestion is occur in the network then verify 
the status of neighbors. If any neighbor is free then the resource is forwarded to that neighbor cluster head. 
These processes are avoiding unwanted retransmission process from the sender CH and reduce the data packet 
transmission delay and using this HPAMR algorithm we reduce the transmission delay and increase the trans-
mission speed in WSN. In a single path routing algorithm the data process based on source and destination if the 
path is failure over all process is fail. So we are using multi path routing in this method if any failure occur in 
the network we need to retransmit the data from sender so in the proposed method we are using High Perfor-
mance Adaptive Multipath Routing algorithm it identify the route failure and check the nearest neighbors CH 
whether the CH is free or not if the CH is free the current CH forward the data to that cluster head so here data 
delay is totally reduced and speed is increased. The proposed HPAMR working process is designed based on the 
following algorithm. 

 
Input: 
CH—Cluster Head 
P-Routing Path 
i-Current CH 
j-Next neighbor CH 
Step 1: CH receives the request from cloud or sensor centric. 
Step 2: Gateway CH is forward the request to neighbor CH. 
Step 3: All CH transmit the resource to neighbor CH and neighbor forward the resource to Gateway CH. 
Step 4: Find the best P from Gateway CH to Destination. 
P = (P1, P2, P3, ···, Pn) 
Step 5: Evaluate the path based on performance and delay. 
Step 6: resource in i 
If 
Congestion in i 
Request to j 
Then  
Request is accepted re-route the data to next neighbor CH. 
Output: 
Reduce the delay  
Increase speed  

 
Finally based on proposed algorithm in a wireless sensor network we reduce the delay in network and in-

crease the transmission speed. 
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4. Implementation  
The simulation of proposed working model designed using NS 3.23 version in Ubuntu 14.04. The simulation in-
frastructure designed for WSN, here all the nodes make a cluster and deployed in the field. The communication 
is based on wireless and data transmission is done gateway CH to destination. Finally the result of proposed 
HPAMR algorithm give a better result like reduce the delay of transmission and increase the transmission speed. 
We take the following parameter for simulation in Table 1. 

5. Result and Discussion  
The working model of proposed system we discussed already, the performance evaluation of proposed system is 
compare with Multipath routing algorithm. In wireless sensor networks based on the performance some of the 
algorithm maximum using in the real world namely dynamic routing, hierarchical routing and Multipath routing 
with these routing algorithm multipath routing algorithm is a best routing algorithm so we compared our pro-
posed High Performance Adaptive Multipath Routing algorithm (HPAMR). In proposed model is comparatively 
high Fault tolerance and speed. 

5.1. Fault Tolerance  
The working process of HPAMR algorithm using CPEGASIS protocol in WSCE, the cluster head transfer the 
data in network if congestion occur in the wireless channels the cluster head the available neighbor cluster head 
status that is whether the CH is free or not. If the alternate cluster head free then the current CH is forward the 
packet to that CH so here we can totally avoid the packet loss and reduce the delay also. Comparatively the 
proposed HPAMR is best because here if the route failure or congestion occurs in network automatically the CH 
is forward to neighbor CH. The performance comparison of existing multipath routing and proposed high per-
formance adaptive multipath routing algorithm is shown in Table 2, the performance of multipath fault toler-
ance and HPAMR fault tolerance is shown in Figure 3. 

5.2. Transmission Speed 
Second parameter is transmission speed in the sensor network, multipath routing and sensor node communica-
tion everything based on single node communication but proposed model is based on clustering technique in the 
WSN. All the nodes transfer the data to CH and CH is forward the information to neighbor cluster head so the  
 

Table 1. Simulation parameter.                                                      

Parameter Count 

Simulator NS 3.23 

Operating System Ubuntu 14.04 

Number of Clusters 20 

Data Packet Size 4 kb 

Simulation Duration 10 Minutes 

 
Table 2. Comparison of multipath Fault tolerance and HPAMR Fault tolerance.                

Algorithm 
No. of Clusters 

Multipath Routing 
(Fault tolerance in percentage) 

HPAMR 
(Fault tolerance in percentage) 

10 68 72 

20 72.7 77 

30 75 80.5 

50 78 83 

100 83 85 
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Figure 3. Performance of multipath fault tolerance and HPAMR fault 
tolerance.                                                  

 

 
Figure 4. Performance of Multipath Data Packet Speed and HPAMR.            

 
Table 3. Comparison of multipath data packet speed and HPAMR.                                            

Algorithm 
No of Clusters Data Size Multipath Routing 

Time in sec 
HPAMR 

Time in sec 

10 4 KB 60 sec 47 sec 

20 6 KB 40 sec 25 sec 

30 10 KB 20 sec 8 sec 

50 20 KB 10 sec 4 sec 

 
process is very speed because CH is act a leader in a cluster it collect the information from other nodes partici-
pating in the cluster. Another thing is if congestion or path failure occur in a network the proposed model check 
the available cluster and transfer the data based on our discussion. Table 3 shows the comparison of multipath 
speed and HPAMR speed in WSCE. Performance of multipath data packet speed and HPAMR is shown in Fig-
ure 4. 

6. Conclusion  
The proposed model of this paper deals with high-performance adaptive multipath routing algorithm imple-
mented in wireless sensor cloud environment by applying with CPEGASIS protocol. The proposed algorithm 
increases the fault tolerance and data speed in the wireless network, where the simulation data transmission time 
is reduced by our proposed HPAMR algorithm. The algorithm is used to transfer the data source (i.e. sensor 
cluster gateway) to cloud environment without any data loss in the network. Finally, the result of the proposed 
methodology is used to increase the fault tolerance, data speed and to reduce the data transmission time in the 
wireless sensor cloud environment. 
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