Assessment of Severity Level for Diabetic Macular Oedema Using Machine Learning Algorithms
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Abstract

The macula is an imperative part present in our human visual system which is most responsible for clear and colour vision. For the people suffering from diabetes, the various parts of the body including the retina of the eye are affected. These retinal damages cause swelling and other abnormalities nearby macula. The pathologies in macula due to diabetes are called Diabetic Macular Oedema (DME). It affects patients’ vision that may lead to vision loss. It can be overcome by advance identification of causes for swelling. The major causes for the swelling are neovascularization and other abnormalities occurring in the blood vessels nearby the macula. The aim of this work is to avoid vision loss by detecting the presence of abnormalities in macula in advance. The pathologies present in the abnormal images are detected by image segmentation technique viz. Fuzzy K-means algorithm. The classification is done by two different classifiers namely Cascade Neural Network and Partial Least Square which are employed to identify whether the image is normal or abnormal. The results of both the classifiers are compared with respect to classifier accuracy, sensitivity and specificity. The classifier accuracies of Cascade Neural Network and Partial Least Square are 96.84% and 94.36%, respectively. The information about the severity of the disease and the localization of pathologies are very useful to the ophthalmologist for diagnosing the disease and apply proper treatments to the patients to avoid the formation of any lesion and prevent vision loss.
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1. Introduction

The people with diabetes suffer by vision loss due to the damage of retinal blood vessels in the eye. These damaged blood vessels leak out the bloods in the macula region and will lead to vision loss. This defect in the macula due to diabetes is called diabetic macular oedema. The foremost cause of diabetic macular oedema is neovascularization which is a progress of tiny and abnormal blood vessels inside the macular region. These blood vessels occur in wrong places, damage macula and cause bleeding. Another cause for macular oedema is abnormalities of blood vessels in the macula. By identifying this in advance, leakage of fluid from the vessels can be stopped. Currently, the presence of neovascularization and other abnormalities in blood vessels are detected by ophthalmologists from dilated retinal images. The dilating drops may cause irritation to the eyes and induce giddiness. This course grosses minimum of 30 minutes to work. The investigation time and effect on the patient could be reduced if the system could work based on the taken images where the pupil of the patient is not dilated. There are countless works dealt about this problem which are also reviewed here and given below.

Support vector machine is proposed to classify the severity level for different pathologies in the retina. The features are extracted from the raw images using the image processing techniques and fed to the classifier for classification. We demonstrate a sensitivity of more than 90% for the classifier with the specificity of 100% [1]. Diabetic macular oedema was identified using instantaneous amplitude and instantaneous frequency characteristics of an image. Computational complexity of this method was high [2]. Lesions were detected from low contrast, digital images with non-dilated pupils by Fuzzy C-Means (FCM) clustering [3]. The Sobel edge detector is combined with threshold to produce best qualitative segmentation for detecting choroidal neovascularization from retinal fluorescein angiograms in exudative age-related macular degeneration [4]. The motion pattern technique is introduced to detect abnormalities in macula. Two simple single class classifiers were also considered in this work for abnormality detection. A symmetry measure was used for assessing the degree of abnormality of an image as moderate or severe risk [5].

Multiple view retinal fundus images are used for the detection and quantitative measurement of disease. All available views were registered using non-morphological sparse features. Finally, optical flow was calculated for all the images and combined to build a naive height map of the macula. [6]. A simple local threshold was used to evaluate the spatial density amount of the cluster with similar pixels. A measure of spatial density of the cluster of similar pixels was evaluated [7]. Two efficient approaches were proposed for automatic detection and extraction of exudates and blood vessels in ocular fundus images. In both the methods, the enhanced segments were extracted based on Spatially Weighted Fuzzy C-Means (SWFCM) clustering algorithm, which was formulated by incorporating spatial neighborhood information into the standard FCM clustering algorithm [8]. Optic disc, fovea, lesions and blood vessels were detected using Hough transform and FCM clustering technique [9]. A new approach was used for automatic detection of microaneurysms (MA) from digital color fundus images. They formulate MA detection as a problem of target detection from clutter, where the probability of occurrence of target is considerably smaller compared to the clutter. A successive rejection-based strategy is proposed to progressively lower the number of clutter responses. The processing stages are designed to reject specific classes of clutter while passing majority of true MAs, using a set of specialized features. The true positives that remain after the final rejector are assigned a score which is based on its similarity to a true MA [10].

The neural network classifier was employed to assess the severity level of the disease [11]. Support vector machines (SVM) and probabilistic neural network (PNN) were applied to classify the severity level of diabetic retinopathy [12]. GLCM was used for feature extraction and morphological operations were used for segmentation. K-Nearest Neighbours (KNN) classifier was employed to access severity level of the disease [13]. Fuzzy C-means clustering algorithm was used for segmentation and artificial neural network classifier was used for classification of abnormalities [14]. Performance of Neural Networks was compared to exudate detection with four classifiers [15].

Lesions were detected using fixed and variable thresholds and severity level was calculated using Support vector machine and Neural network with accuracy of 90.4 and 93.4 respectively [16]. K-means algorithm was used to segment the affected area [17]. Lesions were classified based on the spart feature classification method by extracting features like spatial location, colour [18]. The neural network was proposed to detect abnormalities such as, microneurysms, haemorrhages and exudates [19]. In this paper the DME is investigated by using image processing algorithms. FKM segmentation algorithm is used to detect the pathologies nearby macula. CNN and PLS classifiers were used to classify whether the input image is normal or moderately affected or severely af-
fected image. The feature extraction is done by GLCM.

2. Materials and Methods

In view of the above stated reviews, in this proposed work, non-dilated retinal images are fed as input to the pre-processing stage. It corrects the problem of illumination variation that occurred during image acquisition. The pre-processing stage involves colour space conversion, image restoration and enhancement. Fuzzy K-Means clustering technique is used to segment the pathologies nearby macula. To classify the severity level of the macular oedema disease CNN and PLS classifier algorithms are used and their results are compared with their performance parameters. The retinal image is shown in Figure 1. The proposed methodology in this paper is shown in Figure 2.

Before segmentation, the images can be applied to pre-processing methods to extract some specific piece of information.

2.1. Preprocessing

The pre-processing method involves colour space conversion, image restoration by median filtering and image enhancement by Contrast Limited Adaptive Histogram Equalization. The result of colour space conversion is shown in Figure 3 and the enhanced image is shown in Figure 4.

This enhanced image is given as the input to the segmentation process to segment the affected area (Abnormalities). It is essential to detect the localization of pathologies with respect to macula.

Figure 1. Retinal image.

Figure 2. Proposed methodology.
2.2. Segmentation Using Fuzzy K-Means Algorithm

Fuzzy K-means algorithm is used for segmentation technique. K-means clustering is a technique which is usually applied to analyses data and to partition the data. The K-means clustering algorithm acquires the preferred number of different clusters and their centroids with a desired K number of clusters and a set of k initial starting points in a dataset. It detects difference between normal and abnormal region. Algorithmic steps for K-means clustering are as follows and the flow chart for k means segmentation algorithm is shown in Figure 5.

1. K cluster centers, either randomly or based on some investigative are picked out.
2. Each pixel in the image is assigned to the cluster that minimizes the distance between the pixel and the cluster center.
3. The cluster centers are computed by averaging all of the pixels in the cluster.
4. Steps 2 and 3 are repeated until convergence is attained (i.e. no pixels change clusters).

In this case, distance is the squared or absolute difference between a pixel and a cluster center. The difference is typically based on pixel color, intensity, texture and location, or a weighted combination of these factors. K can be selected manually, randomly, or by an investigative. This algorithm is guaranteed to converge. The quality of the solution depends on the initial set of clusters and the value of K. This segmentation algorithm is used to identify the abnormal tiny blood vessels grown nearby the macular region and the segmented result is shown in Figure 6.

2.3. Feature Extraction

After segmenting the abnormal portion of an input image, Grey Level Co-occurrence Matrix extracts features from the spatial relationship of the pixel, which is important for classification of abnormalities. Different features such as correlation, homogeneity, energy, contrast, cluster prominence, thickness and Euclidean distance were calculated and these feature values are given as input to the CNN and PLS classifiers to classify the severity level for Diabetic macular Oedema.

2.4. Classification of Severity Level of DME Using CNN and PLS

After segmenting the abnormalities, severity of the disease is analysed using two classifiers namely Cascade Neural Network (CNN) and Partial Least Square (PLS) separately and compared with all performance parameters.

Cascade Neural Network is a feed-forward and supervised learning algorithm. Among various classifiers or NN’s, the CNN is the best architecture with no back propagation. It trains and enhances new hidden units one by one building a multi-layer structure. A cascade network architecture consisting of neurons whose number of inputs, $p$, is increased from one layer to the next. At the first layer, the neuron is linked to two inputs X1, …, X2,
$i_1 \neq i_2 \in (1, m)$. Let the input $X_{i1}$ be an input for which a single-input neuron provides a minimal error. At the second layer, the new neuron is connected with the input $X_{i1}$ as well as with the output of the previous neuron. The third input of this neuron can be linked with that input which provides a maximal decrease in the output error. Each neuron at the new layer can be connected in the same manner. More formally, the neuron at the $r$th layer has $p = r + 1$ inputs. For a logistic activation function, the output $Z_r$ of this neuron is given in Equation (1)

$$Z_r = f(U; W) = \frac{1}{1 + \exp(-\Sigma_{i=1}^{p}U_i Wi)}$$

where $r$ is the number of layer, and $U = (U_1, \ldots, U_p)$ is a $p \times 1$ input vector of the $r$th neuron.

The severity level of the disease is also assessed by using Partial Least Square Classifier. The algorithm used in this classifier is given below. [http://www.statsoft.com/Textbook/Partial-Least-Squares](http://www.statsoft.com/Textbook/Partial-Least-Squares)

**Step 1.** compute $q_h$, the dominant eigenvector of $A_r A_r'$

**Step 2.** $w_h = A_r q_h$, $c_h = w_h' M_h w_h$, $w_h = w_h / sqrt(c_h)$, and store $w_h$ into $W$ as a column

**Step 3.** $p_h = M_h w_h$, and store $p_h$ into $P$ as a column

**Step 4.** $q_h = A_r' w_h$, and store $q_h$ into $Q$ as a column

**Step 5.** $v_h = C_h p_h$, and $v_h = v_h / ||v_h||$

**Step 6.** $C_{h+1} = C_h - v_h v_h'$ and $M_{h+1} = M_h - p_h p_h'$

**Step 7.** $A_{h+1} = C_h A_h$.

The function of the classifier algorithm is explained in Figure 7. Every classifier determines whether the applied retinal input image is normal or abnormal based on the extracted feature and the trained images. The ab-
normal image is further classified as moderately affected image or severely affected image.

3. Results and Discussion

The CNN and PLS classifiers are trained and tested with normal and abnormal images. Based on the extracted features, the classifiers are employed to classify the input images into normal or abnormal. The abnormal images are also further classified as moderate and severe to assess the severity of the disease. The data set consists of 280 non-retinal images out of which 120 images are used for training and 160 images are used for testing. Out of 120 training images, there are 40 each normal, moderately affected and severely affected images.

Out of 55 normal images tested by classifier algorithms, the CNN classifier correctly classified 54 images and 52 images were correctly classified by PLS classifier algorithm. When 50 moderately affected images were tested, 48 images were correctly classified by CNN and 47 images by PLS classifiers. Out of 55 severely affected images, the CNN and PLS classifiers correctly classified 53 and 51 images respectively. The classification accuracies and the average classifier accuracy of both the classifiers for all of the normal and abnormal images are calculated and the results are given in Table 1. The results reveal that the CNN classifier is able to identify and classify all factors which one is normal or abnormal with higher accuracy compared to PLS classifier. The tool used for obtaining the result in this research work is MATLAB R2013a.

After classifying the severity level performance of classifiers are calculated. The performance measurement parameters such as, sensitivity and specificity are measured using the formulae given below.

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]

(2)

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]

(3)

where TP, True positive = correctly identified
FP, False positive = incorrectly identified
TN, True negative = correctly rejected
FN, False negative = incorrectly rejected

Sensitivity refers to the ability of the classifier to identify positive results and specificity related to the ability of the classifier to identify negative results. The performance parameters like sensitivity and specificity are calculated using the formulae (2) and (3). These measured parameters are presented in Table 2.

The resultant parameters such as sensitivity and specificity of classifiers are compared with those of the previously published literatures. The comparison is presented in Table 3. The CNN classifier proposed in this paper produced less sensitivity but higher specificity and accuracy than the method proposed by Sai Deepak et al. Both CNN and PLS classifiers produced better accuracy than PNN classifier proposed by Priya et al. The CNN classifier in this research work gave better sensitivity than the authors’ previous work.

4. Conclusion

Diabetic macular oedema (DME) is a major issue for the diabetes patients as the pathologies present nearby macula make them lose their vision. The patients affected by DME can be prevented from vision loss if the disease is diagnosed in an earlier stage. To investigate the disease, the symptoms of the disease were detected.
Table 1. Results of accuracy of CNN and PLS classifier.

<table>
<thead>
<tr>
<th>Class</th>
<th>Number of training images</th>
<th>Number of testing images</th>
<th>Number of images correctly classified</th>
<th>Classification accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CNN</td>
<td>PLS</td>
<td>CNN</td>
<td>PLS</td>
</tr>
<tr>
<td>Normal</td>
<td>40 (CNN)</td>
<td>40 (PLS)</td>
<td>55 (CNN)</td>
<td>55 (PLS)</td>
</tr>
<tr>
<td>Abnormal (moderate)</td>
<td>40 (CNN)</td>
<td>40 (PLS)</td>
<td>50 (CNN)</td>
<td>50 (PLS)</td>
</tr>
<tr>
<td>Abnormal (severe)</td>
<td>40 (CNN)</td>
<td>40 (PLS)</td>
<td>55 (CNN)</td>
<td>55 (PLS)</td>
</tr>
<tr>
<td>Average classifier accuracy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Performance measurement of CNN and PLS classifier.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>CNN</th>
<th>PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>101</td>
<td>98</td>
</tr>
<tr>
<td>TN</td>
<td>54</td>
<td>48</td>
</tr>
<tr>
<td>FP</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>FN</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Sensitivity (%)</td>
<td>98.05</td>
<td>96.07</td>
</tr>
<tr>
<td>Specificity (%)</td>
<td>98.18</td>
<td>96</td>
</tr>
</tbody>
</table>

Table 3. Comparison result of proposed method with previously published results.

<table>
<thead>
<tr>
<th>Segmentation method</th>
<th>Classification methods</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sai Deepak et al.</td>
<td>Motion pattern PCA DD</td>
<td>100</td>
<td>97</td>
<td>81</td>
</tr>
<tr>
<td>Akram et al. (2014)</td>
<td>Morphological operation Hybrid classifier</td>
<td>98.36</td>
<td>98.12</td>
<td>98.52</td>
</tr>
<tr>
<td>Priya et al. (2012)</td>
<td>FCM SVM and PNN</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Murugeswari and Sukanesh (2014)</td>
<td>FCM SVM and CNN</td>
<td>97.97 (SVM) 94.89 (CNN)</td>
<td>100 (SVM) 90.74 (CNN)</td>
<td>98 (SVM) 94.67 (CNN)</td>
</tr>
<tr>
<td>Mahendran and Dhanasekaran (2015)</td>
<td>Score Computation SVM and PNN</td>
<td>98.68 (SVM) 96.64 (PNN)</td>
<td>100 (SVM) 98.46 (CNN)</td>
<td>97.89 (SVM) 94.76 (PNN)</td>
</tr>
<tr>
<td>Proposed work</td>
<td>Fuzzy K Means CNN and PLS</td>
<td>98.05 (CNN) 96.07 (PLS)</td>
<td>98.18 (CNN) 96 (PLS)</td>
<td>96.84 (CNN) 94.24 (PLS)</td>
</tr>
</tbody>
</table>

The primary signs of the DME are neo-vascularization and abnormalities in blood vessels which were detected by using Fuzzy K-Means Clustering. This segmentation algorithm detects the presence and location of pathologies with respect to macula. The distance of the location of pathologies with respect to macula is useful information to find the severity of the disease. If the pathologies will be present far away from the macula, the classifier algorithm confirms the less severity. If the pathologies are very closer to the macula then it confirms the more severity and the input features needed for classification are extracted by using GLCM. The degree of severity was measured by CNN and PLS classifiers. The result of this research work gives the important information about the severity of the disease diabetic macular oedema and this work is used to detect the localization of pathologies. So, this research work is very useful to the ophthalmologist for diagnosing the disease and to apply proper treatments to the patients.
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