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ABSTRACT

The conventional orthogonal space-time block code (OSTBC) with limited feedback has fixed $p-1$ feedback bits for the specific $n_T$ transmit antennas. A new partial feedback based OSTBC which provides flexible feedback bits is proposed in this paper. The proposed scheme inherits the properties of having a simple decoder and the full diversity of OSTBC, moreover, preserves full data rate. Simulation results show that for $n_T$ transmit antennas, the proposed scheme has the similar performance with the conventional one by using $p-1$ feedback bits, whereas has the better performance with more feedback bits.
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1. Introduction

Orthogonal space-time block coding (OSTBC) is a simple and effective transmission paradigm for MIMO system, due to achieving full diversity with low complexity [1]. One of the most effective OSTBC schemes is the Alamouti code [2] for two transmit antennas, which has been adopted as the open-loop transmit diversity scheme by current 3GPP standards. However, the Alamouti code is the only rate-one OSTBC scheme [3]. With higher number of transmit antennas, the OSTBC for complex constellations will suffer the rate loss.

Focusing on this drawback, the open-loop solutions have been presented, such as the quasi-OSTBC (QOSTBC) [4] with rate one for four transmit antennas, and other STBC schemes [5,6] with full rate and full diversity. Alternatively, the close-loop solutions have also been designed to improve the performance of OSTBC by exploiting limited channel information feedback at the transmitter. In this paper, we focus on the close-loop scheme.

Based the group-coherent code, the $p-1$ bits feedback based OSTBC for $n_T$ transmit antennas has been constructed in [7], and generalized to an arbitrary number of receive antennas in [8]. The partial feedback based schemes in [7,8] exhibit a higher diversity order while preserving low decoding complexity. However, these schemes for $n_T$ transmit antennas require a fixed number of $p-1$ bits feedback. That is to say, for such scheme, improving the performance by increasing the feedback bits implies that the number of transmit antennas $n_T$ must be increased at the same time. Therefore, the scheme is inflexible in compromising the performance and the feedback overhead.

In this paper, by multiplying a well-designed feedback vector to each signal to be transmitted from each antenna, we propose a novel partial feedback based OSTBC scheme with flexible feedback bits. In this scheme, the OSTBC can be straightly extended to more than two antennas. Importantly, we can show that the proposed scheme preserves the simple decoding structure of OSTBC, full diversity and full data rate.

Notations: Throughout this paper, ($\cdot)^T$ and ($\cdot)^H$ represent “transpose” and “Hermition”, respectively. $\text{Re}(a)$ denotes the real part of a complex $a$, and $j = \sqrt{-1}$.

2. Proposed Code Construction and System Model

Consider a MIMO system with $n_T$ transmit and $n_R$ receive antennas. Assuming we have an OSTBC $G_{n_T}$ for $n_T$ transmit antennas, and $G_{n_T}$ can be denoted as

$$G_{n_T} = \begin{bmatrix} e_1 & e_2 & \cdots & e_{n_T} \end{bmatrix},$$

where $e_m$ is the $T \times 1$ sig-
nal to be transmitted from the \( m \)th antenna for \( m = 1, \ldots, n_r \). Then a code to be transmitted from \( n_r \times p \) antennas, where \( p \geq 2 \) is an integer, may be constructed as

\[
G_{n_r p}^j = \sum_{n=1}^{n_r} c_n b_n^m
\]  

(1)

where \( b_n^m \) is the \( 1 \times n_r p \) feedback vector for the \( m \)th antenna, which is defined as \( b_n^m = \varphi_n \otimes b', \) where \( \otimes \) denotes the Kronecker product, \( \varphi_n \) is the \( m \)th row of the identity matrix \( I_{n_r} \), and \( 1 \times p \) vector \( b' \) is given by

\[
b' := \begin{bmatrix} 1 & e^{i(2\pi/Q)h_1} & \cdots & e^{i(2\pi/Q)h_{p-1}} \end{bmatrix}
\]  

(2)

where \( h_1, \ldots, h_{p-1} \in A = \{0,1,\ldots,Q-1\} \). For the feedback vector at the \( m \)th antenna, it contains a subset of all possible \( Q^{p-1} \) feedback vectors \( b_n^m \), i.e., \( l = 1,2,\ldots,Q^{p-1} \).

With the transmission of \( T \times n_r p \) code matrix \( G_{n_r p}^j \), the \( T \times n_r \) receive signal \( Y = [y_1, \ldots, y_{n_r}] \) can be written as

\[
Y = G_{n_r p}^j H + N
\]  

(3)

where \( H = \begin{bmatrix} h_1, \ldots, h_{n_r} \end{bmatrix} \) is the \( n_r \times n_r \) channel matrix, and \( N = \begin{bmatrix} n_1, \ldots, n_{n_r} \end{bmatrix} \) is the \( T \times n_r \) complex Gaussian noise matrix. The entries of \( H \) and \( N \) are independent samples of a zero-mean complex Gaussian random variable with variance 1 and \( n_r p / \rho \) respectively, where \( \rho \) is the average signal-to-noise ratio (SNR) at each receive antenna.

3. Linear Decoder at the Receiver

The received signal at \( i \)th receive antenna can be re-written as

\[
y_i = G_{n_r p}^j h + n_i = G_{n_r} h_i^j + n_i
\]  

(4)

where the \( n_r \times n_r \) matrix \( B_i^j \) is composed of \( n_r \) feedback vectors, and can be expressed in a stacked form given by

\[
B_i^j = \begin{bmatrix} (b_1^j)^T & \cdots & (b_{n_r}^j)^T \end{bmatrix}
\]  

We divide \( n_r \times p \times 1 \) channel vector \( h_i \) into \( n_r \) segments in the following way

\[
h_i = \begin{bmatrix} h_{i,1} \cdots h_{i,p} & \cdots & h_{i,(k-1)p+1} \cdots h_{i,n_r p} \end{bmatrix}^T
\]  

(5)

where each segment can be denoted as \( g_k (k = 1, \ldots, n_r) \) with dimension \( p \times 1 \). Then the equivalent channel vector \( \tilde{h}_i = B_i^j h \) in (4) has the form of

\[
\tilde{h}_i = \left[ (\varphi_n \otimes b') h_1 \cdots (\varphi_n \otimes b') h_{n_r} \right]^T
\]  

(6)

For convenience, we will use the Alamouti code as the basic OSTBC matrix \( G_{n_r} \) in the rest of this paper, and the results can be straightly extended to other OSTBC. For the received signal in (4), After performing the conjugate operation to the second entry of \( \tilde{y}_i \), the received signal \( \tilde{y}_i \) can be equivalently expressed as

\[
\tilde{y}_i = R_i^j x + \tilde{n}_i
\]  

(7)

where \( R_i^j \) is the equivalent channel matrix corresponding to the entries of \( \tilde{h}_i \) and their conjugates, and \( x = [s_1, s_2] \) has a pair of symbols in the Alamouti code. Denote the \( k \)th entry of \( \tilde{h}_i \) as \( \tilde{h}_i^k (k) \), and according to the linearity of the OSTBC [9], the equivalent channel matrix \( R_i^j \) has the form of

\[
R_i^j = \sum_{l=1}^{2} C_h \tilde{h}_i^k (k) + D_h (\tilde{h}_i^k (k))^T
\]  

(8)

where the matrices \( C_h \) and \( D_h \), specifying the Alamouti code are defined in [9]. Since matched filtering is the first step in the detection process, left-multiplying \( \tilde{y}_i \) by \( (R_i^j)^T \) will yield

\[
r_i = \left( R_i^j (R_i^j)^T \right)^j \tilde{y}_i = M_i^j x + \left( R_i^j (R_i^j)^T \right)^j \tilde{n}_i
\]  

(9)

where \( M_i^j = \left( R_i^j (R_i^j)^T \right)^j \). Due to the properties of \( C_h \) and \( D_h \) for the Alamouti code, we get

\[
M_i^j = \left[ \left| \tilde{h}_1^k (1)^2 \right| + \left| \tilde{h}_2^k (2)^2 \right| \right] (C_h - D_h)
\]  

(10)

where \( \gamma_i^j \) denotes the equivalent channel gain for receive antenna \( i \). It is clear that \( M_i^j \) is a diagonal matrix, therefore, the simple decoder of OSTBC can be straightly applied for (7), thus \( s_1 \) and \( s_2 \) can be decoded independently.

4. Feedback Bits Selection and Properties

In this section, we will discuss the feedback bits selection criterion and the key properties of the proposed scheme.

4.1. Feedback Bits Selection

At the \( i \)th receive antenna, \( \gamma_i^j \) can be expressed in the following quadratic form

\[
\gamma_i^j = \left| \tilde{h}_i^j \right|^2 = \left| b'_i g_{i,1} \right|^2 + \left| b'_i g_{i,2} \right|^2 = \sum_{k=1}^{n_r} g_{ik} A' g_{ik}
\]  

(11)
where

\[
A^l := (b^l)^H b^l = \begin{bmatrix}
1 & a^h & \cdots & a^{b_{t-1}} \\
a^{b_{h-1}} & 1 & \cdots & a^{(b_{t-1})} \\
\vdots & \vdots & \ddots & \vdots \\
a^{(b_{t-1})} & a^{(b_{t-1})} & \cdots & 1
\end{bmatrix},
\]

and \( \alpha = e^{i(2\pi /Q)} \).

For all the \( n_r \) receive antennas, then the total channel gain is given by

\[
y^l = \sum_{i=1}^{n_r} y^l_i = \sum_{i=1}^{n_r} g^H \alpha^l g, \quad l = 1, 2, \cdots, Q^{p-1}
\]  

(12)

It is clear that in order to improve the system performance, we must feedback the specific \( l \) with \((p-1)\log Q\) bits, which provides the largest \( l y^l \). Denote the \((m,n)\) entry of \( A^l \) as \( A_{mn}^l \), thus \( A_{mn}^l = 1 \), and \( A_{mn}^l = \alpha^{(h_{mn} - h_{mn})} \), where \( h_{mn} = 0 \) is preset. Moreover, it is easy to verify that \( A_{mn}^l = (A_{mn}^l)^* \). Then the quadratic form in (11) can be represented as

\[
g^H \alpha^l g = \sum_{i=1}^{n_r} \sum_{m=1}^{n_r} A_{mn}^l g^H (m) g (n)
\]

(13)

where \( g^H (m) g (n) \) denotes the \( n \) th element in \( g^H (m) g \), and

\[
g (n) = h_{(k-1)p+n}.
\]

Substituting (13) in (11) and \( y^l = \sum_{i=1}^{n_r} y^l_i \) leads to

\[
y^l = ||H^l||^2 + \sum_{i=1}^{n_r} \sum_{m=1}^{n_r} \sum_{n=1}^{n_r} h^H_{mn} h_{(k-1)p+m} h_{(k-1)p+n} A_{mn}^l
\]

(14)

Thus, the \((p-1)\log Q\) feedback bits will be selected as

\[
l_{opt} = \arg \max_l \zeta, \quad l = 1, 2, \cdots, Q^{p-1}
\]  

(15)

In this way, we can choose the optimal feedback vector \( b^l \), further construct \( b^l = \varphi_n \otimes b^l \) for the \( n \) th transmit antenna.

4.2. Diversity Analysis

The key property of the proposed partial feedback based OSTBC scheme is proved in the following.

Property 1: The partial feedback based OSTBC \( G_{n,p}^l \) in (1) can achieve full diversity.

Proof: For simplicity, we denote \( L = Q^{p-1} \). Selecting the optimal \( l_{opt} \) will provide the largest channel gain max \( (y^l_1, \cdots, y^l_L) \), which can be lower bounded by

\[
\max (y^l_1, \cdots, y^l_L) \geq \tilde{\gamma} = \frac{1}{L} \sum_{l=1}^{L} y^l
\]

(16)

For the summed matrix \( \sum_{l=1}^{L} A^l \), it is clear that its diagonal elements equal to \( L \), and its non-diagonal elements have the form of

\[
\sum_{l=1, m<n} A_{mn}^l = \sum_{m<n} \alpha^{(h_{mn} - h_{mn})}
\]

(17)

Let \( k = b_{n+1} - b_{n-1} \), since \( 0 \leq k \leq Q-1 \), (17) is reduced to

\[
\sum_{l=1, m<n} A_{mn}^l = Q-1, \quad A_{mn}^l = k = 0
\]

(18)

Therefore, we can obtain \( \sum_{l=1}^{L} A^l = L I_p \), which can be substituted into (16) and yields

\[
\tilde{\gamma} = \frac{1}{L} \sum_{l=1}^{L} y^l = \frac{1}{L} \sum_{l=1}^{L} \sum_{k=1}^{L} y^l = \sum_{l=1}^{L} \left( ||g^l_1||^2 + ||g^l_2||^2 \right)
\]

(19)

Since the lower bound of the channel gain provides full diversity of \( n_s p n_g \), the proposed scheme can certainly guarantee the full diversity.

4.3. Configuration of Flexible Feedback Bits

Furthermore, the proposed scheme \( G_{n,p}^l \) has the flexible feedback bits. For a specific \( p \), \( G_{n,p}^l \) has the feedback bits of \((p-1)\log Q\). However, for the number that not equal to \((p-1)\log Q\), we can rewrite the vector \( b^l \) in (2) as \( b^l = \left[ 1 \quad e^{i(2\pi /Q)h} \quad \cdots \quad e^{i(2\pi /Q)(p-1)} \right] \), thus the number of feedback bits is \( (p-1)\log Q \). For example, for \( n_r = 2 \) and \( p = 4 \), the number of feedback bits are 3 and 6 in the case of \( Q = 2 \), and \( Q = 4 \), respectively. If we set \( Q = 2 \), and \( Q = 4 \) in \( b^l \), then the number of feedback bits is 4, and if we set \( Q = 2 \), and \( Q = 4 \) in \( b^l \), then the number of feedback bits is 5, and so on.

4.4. BER Analysis

Assuming the power of each symbol in \( x = [s_1 \ s_2]^T \) is normalized to unity, i.e., \( E[|s_i|^2] = 1 \) for \( i = 1, 2 \), we can obtain the average SNR per bit has the form of

\[
\gamma = \frac{P}{2n_r p} \max \left( y^l_1, \cdots, y^l_L \right)
\]
Furthermore, assuming QPSK modulation and maximum likelihood (ML) decoding are used in the considered system, the conditional BER is given by

\[ p_b (e | \gamma_b) = Q (\sqrt{2 \gamma_b}) \]  

By using (16), the upper bound of the conditional BER can be formulated as

\[ p_b (e | \gamma_b) \leq Q \left( \frac{\rho - \gamma_b}{\sqrt{n_r p}} \right) = p_b^u (e | \gamma) \]  

Using the technique of Moment Generating Function (MGF) [10], the average BER can be expressed as

\[ p_b^u = \frac{1}{\pi} \int_0^{\pi/2} M_\eta \left( -\frac{1}{2 \sin^2 \theta} \right) d\theta \]  

where \( \eta = \frac{\rho}{n_r p} \gamma_b \), and \( M_\eta (s) = \left( 1 - \frac{\rho}{n_r p} s \right)^{-n_r p} \) is the MGF of \( \eta \). The average BER can be further expressed as

\[ p_b^w = \frac{1}{\pi} \int_0^{\pi/2} \left( \frac{\sin^2 \theta}{\sin^2 \theta + \rho / (2 n_r p)} \right)^{n_r p} d\theta \]  

Using the result of (5A.4) in [10], this definite integrals has the closed-form of

\[ p_b^w = \left( \frac{1 - \mu}{2} \right)^{n_r p} \sum_{k=0}^{n_r p - 1} \binom{n_r p - 1}{k} \left( \frac{1 + \mu}{2} \right)^k \]  

where \( \mu = \sqrt{\frac{\rho}{2 n_r p + \rho}} \).

5. Simulation Results

In all simulations, we consider QPSK symbols in Alamouti code, and a single receive antenna with \( n_k = 1 \), where the channels are assumed to be independent and identically distributed (i.i.d.) quasi-static Rayleigh flat-fading channels. In Figure 1, we plot the bit error rate (BER) performance of the generalized partial feedback based OSTBC scheme in [7,8] (“GPF” for short) and the proposed flexible feedback bits scheme (“FFB” for short) with \( n_r p = 4 \) transmit antennas. For this case \( p = 4 \), and the GPF scheme can only feedback 1 bit, whereas the proposed scheme can feedback more bits. We can observe that with the same feedback bits 3, the two schemes have very similar performance, and with more feedback bits, the proposed FFB scheme can further improve the performance. In the simulations of these two schemes, the exhaustive search over all possible feedback vectors is used.

In Figure 2, the BER performance of the two schemes with \( n_r p = 8 \) transmit antennas is depicted. For this case \( p = 4 \), and the GPF scheme can only feedback 3 bits, whereas the proposed FFB scheme can feedback more bits. We can observe that with the same feedback bits 3, the two schemes have very similar performance, and with more feedback bits, the proposed FFB scheme can further improve the performance. Figure 1 shows that with 1 bit feedback, the GPF and FFB schemes have close performance, whereas the FFB scheme has better performance with more feedback bits. In comparison to the complex orthogonal code, both two schemes have better performance.
6. Conclusions

In this paper, we proposed a partial feedback based OSTBC scheme with flexible feedback bits. The new scheme inherits the OSTBC properties of achieving full diversity, preserving low decoding complexity, and has full rate. Moreover, compared with the conventional partial feedback based OSTBC schemes, the new scheme can support flexible feedback bits and can improve the system performance with more feedback bits.
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