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ABSTRACT 

The Tori-connected mESH (TESH) Network is a k-ary n-cube networks of multiple basic modules, in which the basic 
modules are 2D-mesh networks that are hierarchically interconnected for higher level k-ary n-cube networks. Many 
adaptive routing algorithms for k-ary n-cube networks have already been proposed. Thus, those algorithms can also be 
applied to TESH network. We have proposed three adaptive routing algorithms—channel-selection, link-selection, and 
dynamic dimension reversal—for the efficient use of network resources of a TESH network to improve dynamic com-
munication performance. In this paper, we implement these routers using VHDL and evaluate the hardware cost and 
delay for the proposed routing algorithms and compare it with the dimension order routing. The delay and hardware 
cost of the proposed adaptive routing algorithms are almost equal to that and slightly higher than that of dimension or-
der routing, respectively. Also we evaluate the communication performance with hardware implementation. It is found 
that the communication performance of a TESH network using these adaptive algorithms is better than when the di-
mension-order routing algorithm is used. 
 
Keywords: TESH Network; Adaptive Routing Algorithm; Hardware Cost; Router Delay; Communication Performance 

1. Introduction 

Interconnection networks are the key elements for build- 
ing massively parallel computers consisting of hundreds 
or thousands of processors [1]. Recent progress in very- 
large-scale integration (VLSI) and network-on-chip (NoC) 
technology has led to multicomputer systems on three- 
dimensional LSIs. A Tori connected mESH (TESH) net-
work [2-6] is a hierarchical interconnection network for 
large-scale on-chip multicomputers. It consists of multi-
ple basic modules (BMs) which are 2D-mesh networks 
and the BMs are hierarchically interconnected by a 2D- 
torus (k-ary 2-cube) to build higher level networks. Re-
stricted use of physical links between silicon planes re-
duced performance of the TESH network.  

We have proposed a deterministic, dimension-order 
routing algorithm [7] for the TESH network and have 
shown that Level-3 TESH networks have higher per-
formance than a k-ary 2-cube. The minimum number of 
virtual channels per link in dimension order routing has 
been proven to be two. Thus, additional virtual channels 
can improve communication performance such as packet 
transfer time and network throughput. An adaptive rout-
ing algorithm can also be implemented using additional 

virtual channels [8]. 
Many adaptive routing algorithms have been proposed 

for k-ary n-cube networks [9-13]. Based on these algo- 
rithms, we have proposed three adaptive routing algo- 
rithms for TESH [14,15]. In [14], three adaptive routing 
algorithms were proposed. However, the performance is 
evaluated using computer simulation only. Obviously, it 
is necessary to evaluate the router delay with practical 
hardware implementation of the proposed routing algo- 
rithms. In [15], two selection algorithms are implemented 
in hardware and their hardware cost is compared with the 
dimension order router. However, the dynamic dimen- 
sion reversal routing is not implemented in [15]. Router 
delay with hardware implementation of any of these al- 
gorithms is not studied yet. The main objective of this 
paper is the hardware implementation of the proposed 
adaptive routing algorithms of TESH network.  

The remainder of the paper is organized as follows. In 
Section 2, we briefly describe the basic structure of the 
TESH network. The deterministic dimension-order rout- 
ing is presented in Section 3 and the proposed adaptive 
routing algorithms are presented in Section 4. Hardware 
implementation and performance evaluation are dis- 
cussed in Sections 5 and 6, respectively. Finally, Section 
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7 presents the conclusion. 

2. Interconnection of the TESH Network 

The Tori-connected mESH (TESH) Network is a hierar- 
chical interconnection network consisting of Basic Mod- 
ules (BM) that are hierarchically interconnected to form 
a higher level network. The BM of the TESH network is 
a 2D-mesh network of size 2 2m m . In this paper, unless 
specified otherwise, BM refers to a Level-1 network. 
Successively higher level networks are built by recur- 
sively interconnecting immediately lower level subnet- 
works in a 2D-torus network. A higher-level network is 
built using immediate lower level networks as subnet 
modules as a 2D-torus network of size 2 2m m  [2]. 
Here m is a positive integer and in this paper, we have 
considered m=2 i.e.,  2D-mesh as BMs and 

2D-torus (k-ary 2-cube) as higher level networks as 
shown in Figure 1.  

4
4 4

2 22m

24 2 2q q 
2

2 2q
0,1,q 0q

4

A  BM has  free ports at the contours 
for higher level interconnection. For each higher level 
interconnection, a BM uses  of its free 
links,  free links for vertical interconnections and 

 free links for horizontal interconnections. Here, 
 is the inter-level connectivity. 

2m m

2q

, m   
leads to minimal inter-level connectivity, while q m  
leads to maximum inter-level connectivity. Considering 
the size of the basic module m, level of hierarchy n, and 
inter-level connectivity q, we can define the TESH net-
work as  networks. Since we have con-
sidered , a Level-2 network, can be formed by 
interconnecting  BMs. Similarly, a Level-3 
network can be formed by interconnecting 1 Level-2 
subnetworks, and so on. Each BM is connected to its 
logically adjacent BMs. To avoid clutter, the wraparound 
links of the BMs are not shown in Figure 1. In the rest of 
this paper we consider , therefore, we focus on a 
class of 

 , ,m L q

2 22 16 

2m 

TESH
2m 

 TESH 2, ,L q  networks.  
The highest level network which can be built from 

 BM is  .  With  2m  max
 2m2m L 2 1m q    and 

, . The total number of nodes in 
a TESH network is . Using maximum level of 
hierarchy, max , the maximum number of 
nodes which can be interconnected by a 
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2N  2m . With  a Level-2 TESH net-  
work consists of 256 nodes. Similarly a Level-3 networks 
consists of 4096 nodes. 

Processing elements (PEs) or node in a  SH , ,m L q
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network are addressed using base-  numbers as fol- 
lows. 

 
2 1 2 2

2 1 2 2  
L L

L L

n n n

n n
 

 








          (1) 

Here,  is the location of a subnetwork at 

level i-1. For example, in a Level-3 TESH with  , 
each PE is addressed by a base-4 number n = 
n5n4n3n2n1n0, where 5  and 4  address of a PE in the 
Level-3 network, 3  and 2  address of a PE in the 
Level-2 network, and 1  and 0n  address of a PE in the 
BM. The numerical values shown in Figure 1 are at BM 
address  of a Level-2 TESH network. 

n n
n n

n

n n

1n
BM 1 1 1 1 1 1 1

3 2 1n n n n n n n 
2 BM

2 2 2 2 2 2 2
2 1 2L Ln n n n n n n   1n

BM 2 BM

3 2

The assignment of free ports for inter-level connec-
tions for the higher level networks has been done quite 
carefully so as to minimize the higher level traffic 
through the BM. The address of a node  encompasses 
in 1  is represented as 2 1 2 2 0L L  . 
The address of a node n  encompasses in 2  is 
represented as 2 3 2 1 0 . The node  
in 1  and n  in 2  are connected by a link if 
the following condition is satisfied.  

    1 2 1 21 mod 2m
i i i j i in n j i n n      

, 2i j 

  (2) 

where . 
It is shown in Figure 1 that for a Level-2 TESH net-

work,    BM 0,0  connects with either BM 0,1  or 
 BM 0,3  in the x-direction, i.e.,  

 3 2 20 and 1 or 3n n n   , 

and with either BM(1,0) or BM(3,0) in the y-direction, 
i.e.,  

 2 3 30 and 1 or 3n n n   . 

 

 

Figure 1. Hierarchical interconnection of Level-2 TESH 
network. 
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3. Dimension-Order Routing 

A routing algorithm determines the path a packet takes as 
it travels through the network from its source to destina-
tion. A deterministic, dimension-order routing for a TESH 
network [7] transfers packets from higher-levels to 
lower-levels. That is, it is first done at the highest level 
network; then, after the packet reaches its highest level 
sub-destination, routing continues within the subnetwork 
to the next lower level sub-destination. This process is 
repeated until the packet arrives at its final destination. 
Packets passing through inter-BM links are forwarded 
from a vertical link to a horizontal link at the same level. 
When they arrive at the destination BM, they are trans-
ferred to the destination PE. The deterministic, dimen-
sion-order routing of Level-L TESH networks can gener-
ally be classified into the following three phases [7].  

Phase 1: Intra-BM transfer path from source node to 
the outlet PE of the BM. (PEs which hold  or 

)  
1 0.3n 

0 0.3n 

 -L i

Phase 2: Higher level transfer path. 
Phase 3: Intra-BM transfer path from the outlet of the 

inter-BM transfer path to the destination PE. 
Phase 2 is divided into the following sub-phases:  
Sub-phase 2.i.1: Intra-BM transfer to the outlet PE of 

Level  through the  y-link/vertical link. 
Sub-phase 2.i.2: Inter-BM transfer of Level  -L i

 -L i

 
through the y-link/vertical link. 

Sub-phase 2.i.3: Intra-BM transfer to the outlet PE of 
Level  through the $x$-link/horizontal link. 

Sub-phase 2.i.4: Inter-BM transfer of Level  -L i

0 2i L  

 
through the x-link/horizontal link. 

Here, . 
We have considered the dimension order routing algo-

rithm for the TESH network. We use the following 
strategy: at each level, vertical routing is performed first. 
Once the packet reaches the correct row, then horizontal 
routing is performed. Routing in the TESH network is 
strictly defined by the source node address and the desti-
nation node address. Let a source node address be 

 

4. Adaptive Routing Algorithm 

Adaptive routing algorithms for TESH networks are clas- 
sified into two groups: local and global algorithms. Local 
algorithms are defined as adaptive routing algorithms 
that run in one phase and global algorithms are defined 
as algorithms for which the order of phases can be 
changed. 

In this section, we introduce two local adaptive routing 
algorithms called as channel select (CS) and link select 
(LS); and one global adaptive routing algorithm called 
dynamic dimension reversal (DDR) [14].  

The deadlock in a k-ary n-cube network can be 
avoided using 2 virtual channels using following two 
conditions [11].  

Condition 1: Initially, first virtual channel (Channel-L) 
is used. 

Condition 2: Then the packet move to the second vir- 
tual channel (Channel-H) if the wraparound links is used 
for routing. 

  2 1 2 2L L 3 2 1 0s s s  


R

s s s s
  d d d d

R

 and a destination node 
address be 3 2 1 0L L . The di-
mension-order of the TESH network is represented by 

1 . Figure 2 shows the routing algorithm 1  for the 
TESH network, and Figure 3 shows the flow chart of it. 
The function get_group_number is the function to get 
group number. Arguments of this function are source PE 
address 

 2 1 2 2d d d  

s  destination PE address , and direction. The 
function 

d
 outlet x , ,dg l   and ou y  et , ,dg ltl   are the 

function to get the value 0  of n x  coordinate and 1  of 
y coordinate of a PE n that has an inter-BM link. Variables 

n

, ,dg l   are group  $g, level 1 qg g  2  1 L 


n
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2 1
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, Level vertical link
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l

l

n l
n

n l



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  

2 1ln
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dimension , and direction 

, respectively [7]. 
 ,vertical


d d

  ,    
horizontal

Local algorithms for TESH network are applied in 
sub-phases 2.i.2 or 2.i.4 in Section 3. Because a ring 
network is formed using 4 outlet PEs (m = 2) and in- 
ter-BM links. Local adaptive routing algorithms can be 
applied in this ring of TESH network. To discuss local 
adaptive routing algorithms, we allocate a local PE ad- 
dress to each of those four PEs. Let local  be the local 
PE addresses of a ring network in the TESH. Then,  
are addressed as follows:  

.
       (3) 

  and 2where 2ln   are the PE address defined in 
section  ref addrnd

n
. Below, we discuss two local algo- 

rithms for a 4-PE ring network in TESH by using . local

Since the higher-level links of TESH have k-ary 
n-cube network, adaptive routings of k-ary n-cube can be 
applied to TESH. Dynamic dimension reversal routing 
(DDR) [11] is proposed as adaptive routing algorithms of 
k-ary n-cube network. This algorithm has a lot of choice 
of the path and needs a few additional virtual channels. 
The DDR routing can also be applied to TESH network. 
However, unlike conventional k-ary n-cube network, the 
higher-level links are located in different PE in the TESH 
network. This is why, the choice of routing path in the 
TESH network is limited in comparison with k-ary n- 
cube network.  

4.1. Channel Select (CS) Algorithm 

To avoid deadlock in a ring network, two virtual chan-
nels (Channel-L and Channel-H) are needed in each di-
rection. The CS algorithm is an adaptive routing algo-
rithm that can use those channels freely. When wrap-
around channels are not used in routing, for example in 
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Figure 2. Routing algorithm of a TESH network. 
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Figure 3. The flow chart of the dimension-order routing. 
 
the routing from  to local , only 
Channel-L is used. In this case, because Channel- H is 
not used in dimension-order routing, it is possible to 
move from Channel-L to Channel-H or use Channel-H 
initially. When the routing is terminated at the output PE 
of a wraparound channel such as the routing from 

 to 

 local 0n 

 local 0n

PE  2PE n 

PE PE local 2n   , only Channel-L is 
required. Therefore, it is possible to move from Chan-
nel-L to Channel-H or use Channel-H initially. 

For dimension-order routing in a 4-PE ring network, 
the conditions for using only Channel-L are as follows:  

Wraparound channels are not used in routing. 
The routing is terminated at the output PE of a wrap-

around channel. 
When the above conditions hold, the virtual channels 

are used according to the following order:  
Either Channel-L or Channel-H is used.  

The packet moves from Channel-L to Channel-H in 
the routing path.  

The CS algorithm is an adaptive routing algorithm that 
can use virtual channels effectively. When the following 
three conditions hold in a 4-PE bidirectional ring net-
work is deadlock-free [14]. The routing algorithm that 
applies this channel-selection principle is denoted as .  2R

1R

Condition-1: Use Channel-L initially.  
Condition-2: Use Channel-H when a wrap-around link 

exists in the higher level network.  
Condition-3: When a packet is in a Channel-L satisfies 

either of the following conditions, it can move to Chan-
nel-H.  

Wrap-around links are not used in routing.  
The routing will be terminated at the output PE of a 

wraparound link.  
Theorem 1: Suppose the routing algorithm  of a 
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TESH network is deadlock-free. The routing algorithm 

2  which apply CS algorithm in the inter-BM links of a 
TESH network is also deadlock-free. 
R

R

R 2m

2R

Proof: The dimension-order routing of the TESH 
network 1  is deadlock-free [7]. Phase 1, phase 3, 
sub-phase 2.i.1, and sub-phase 2.i.3 are deadlock-free 
because those phases are used to route packet in the mesh 
network and remains exactly same as routing algorithm 

1 . Sub-phase 2.i.2 and 2.i.4 form a -PE ring net-
work in each direction. According to Yang’s adaptive 
routing [9], the routing of packets in these sub-phases 
which applies CS algorithm is deadlock-free. Therefore, 
the proposed CS algorithm for the TESH network, , 
is deadlock free. 

4.2. Link Select (LS) Algorithm 

Sub-phases 2.i.2 and 2.i.4 form a ring network. If the 
number of hops from the source PE to the destination 
PE is equal in the clockwise direction and in the 
counter-clockwise direction, then the packet can follow 
either of these two directions. The distance from 

 0 local 0n PE  to  2 localPE 2n   in a 4-PE ring net-
work is 2 in both the clockwise and counter-clockwise 
direction. Packet can follow path-a in the clockwise di-
rection or path-b in the counter-clockwise direction. 

If the following equation is satisfied, a packet can se-
lect from either a clockwise or counter-clockwise direc-
tion. 

2

2

m

s d 

R
R

R

R R

3R

4R

p

               (4) 

where s and d denote the source and destination PE ad-
dresses, respectively. The routing algorithm that applies 
this link-selection principle is denoted as .  3

Theorem 2: Suppose routing algorithm 1  of the 
TESH network is deadlock-free. The routing algorithm 

3  which applies the LS algorithm to Inter-BM links of 
the TESH network is also deadlock-free. 

Proof: The proposed LS algorithm enforces some 
routing restrictions as dimension order routing to make 
the routing algorithm simple and avoid deadlocks. Rout- 
ing order of phases and sub-phases are strictly followed 
to route packet. If each phase is deadlock-free, then entire 
routing algorithm ensures the freedom from deadlock. 
Phase 1, phase 3, sub-phase 2.i.1, and sub-phase 2.i.3 are 
deadlock-free because those phases are used to route 
packet in the mesh network and remains exactly same as 
routing algorithm 1 . The routing algorithm 1  of a 
TESH network is deadlock-free [7]. The topology of 
network in sub-phase 2.i.2 and 2.i.4 is bi-directional ring 
network. Dimension-order routing in a ring network is 
deadlock free with 2 virtual channels [10]. Therefore, the 
proposed LS algorithm for the TESH network, , is 
deadlock free. 

The CS algorithm is used to select a virtual channel in 
a physical link and the LS algorithm is used to select a 
physical link in a network. Therefore, both the CS and 
LS algorithms can be applied at the same time. The rout-
ing algorithm that applies both the CS and LS algorithms 
is denoted as .  

4.3. Dynamic Dimension Reversal (DDR)  
Algorithm 

The dimension-order routing strictly maintain the re- 
striction of routing dimension in an interconnection 
network, such as k-ary n-cubes. In the dimension-order 
routing for the TESH network the order of routing phases 
is fixed. However, an algorithm that can break the 
dimension order has already been proposed [11]. In this 
paper, the Dimension Reversal (DR) routing algorithm is 
applied in the TESH network. Dimension reversal 
routings of k-ary n-cubes are classified into two types: 
Static Dimension Reversal and Dynamic Dimension 
Reversal. Because Dynamic Dimension Reversal routing 
(DDR) can use channels efficiently, we apply DDR to a 
TESH. We called it as global adaptive routing algorithm. 
The DDR algorithm can be applied individually and 
simultaneously with the CS and LS algorithms.  

In the DDR algorithm, each packet has a DR number, 
which is a count of the number of times that a packet has 
been routed from a channel in sub-phase 2   to a 
channel in a lower-order sub-phase , q < p. Here, 
the format of p and q are 01

2 q
p p q q and 1 0 . We 

assume that 1p  and 1  are the high-order digits and 

0

q
p  and 0q  are the low-order digits when p and q are 

compared. DR numbers are assigned as follows: 
1) All packets are initialized with a DR of 0. 
2) If a a packet routes from a channel jc  of sub- 

phase 2 p  to a channel jc  of sub-phase q 2  , then 
its DR is incremented.  

p q

The DDR algorithm divides the virtual channels into 
two classes: adaptive and deterministic. Packets originate 
in the adaptive channels and while they are in adaptive 
channels, they may be routed by adaptive routing. 
Whenever a packet acquires a channel, it labels the 
channel with its DR number. To avoid deadlock, a packet 
with a DR of p need not to wait for a channel labeled 
with a DR of q if . A packet that reaches a node 
where all output channels are occupied by packets with 
equal or lower DR numbers must switch to the de- 
terministic channels. When a packet enters the de- 
terministic channels, it must be routed by dimension- 
order routing and cannot re-enter the adaptive channels.  

The adaptive routing algorithm for the adaptive 
channel is as follows. A packet with DDR routing of a 
k-ary n-cube network can be routed in any direction 
using adaptive channels. However, since a TESH is a 
hierarchical network, higher-level links of a $ k-ary 
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n-cube network, where each node of this k-ary n-cube is 
not located in the same BM. Therefore, the packet cannot 
be routed freely. 

There are four outlet PEs in an inter-BM links in each 
BM as shown in Figure 1. When the packet goes through 
those PEs during intra-BM routing, it can select a path 
from the following ones:  

Path 1: Interrupt the intra-BM routing and select the 
inter-BM link.  

Path 2: Continue the intra-BM routing.  
When the above conditions hold, the packet selects 

path-1 first. 
An example of the DDR algorithm applied to a TESH 

network is shown in Figure 4. The half-tone PE is the 
source PE, and the solid arrow in the BM is the 
deterministic routing path. In this example, we assume 
that a packet goes through first in a Level-3 vertical link 
and next in a Level-3 horizontal link. In the dimension- 
order routing of a TESH network, a packet is forwarded 
to the outlet PE of a Level-3 vertical link in phase 1 
routing. However, in the DDR routing as shown in 
Figure 4 the packet goes through the outlet PE of a 
Level-3 horizontal link. When the packet reaches the 
outlet PE, it checks whether the Level-3 horizontal link is 
available or not. If it is available, the packet selects 
Path-1 and uses the Level-3 horizontal link before going 
to the outlet PE of the Level-3 vertical link. If it is not 
available, the packet selects Path-2 and continues with 
the phase 1 transfer. The routing algorithm that applies 
this DDR principle is denoted as . 5

Theorem 3: Suppose routing algorithm 1  of a 
TESH network is deadlock-free. The routing algorithm 

 which apply the DDR algorithm to routing algorithm 
 is also deadlock-free. 

R
R

5R

1R
 

 

Figure 4. DDR algorithm in a TESH. 

Proof: This theorem is proven by contradiction. If the 
network is deadlocked, then there is a set of packets P 
waiting for virtual channels held by other packets in P. 
There exists a packet that have maximum dimension 
reversal (DR) number maxp , such that the DR of 

 DRp q q P   max . Let maxnext p
 p

 be the next 
channel selected for a packet with max . From the 
condition of waiting for virtual channels in DDR 
algorithm,      next : DR DRc p p c  max maxnext next . 
This means that there are packets where 

   DR DRp c
p

max next . This is against a definition of 

max . Therefore, the supposition that deadlock is 
occurred doesn't work out. 

 Let next p

i

i  be the next channel selected for a 
packet  p , and let r be the DR label of maxnextc pn . 
Then  DR jr p c where n  is occupied by jp . 
However,  maxp  is not permitted to wait on maxnext p  
since     DR DRp p r max j . Because packet maxp  
can go to deterministic channels. There is no deadlock in 
adaptive channels. Because the set of deterministic 
channels is deadlock-free, DDR algorithm  of the 
TESH network is deadlock-free. 

5R

The CS, LS, and DDR algorithms applies in the 
different resources of a network, Thus, these algorithms 
can be applied simultaneously to a network. The routing 
algorithm that applies the CS, LS, and DDR algorithms 
simultaneously is denoted as R. 

5. Hardware Implementation 

5.1. Router Design 

To evaluate the delay and hardware cost of our proposed 
algorithms, we designed an actual router using VHDL 
(very-high-speed integrated circuit hardware description 
language). The number of logic gates and the number of 
memory elements were evaluated using the tool from 
Xilinx Co. Ltd. 

The entire circuit is shown in Figure 5. The circuit 
design was based on a general wormhole router [16] and 
the network-on-chip (NoC) technique [17,18] was used. 
In this evaluation, the number of links is 4 and the 
number of virtual channels in each link is 2. Because the 
amount of hardware used in a NoC is limited, the 
unconstrained use of buffers is prohibited. Thus, the 
number of buffers in each link is set to 4. The circuit of 
this routers control block is shown in Figure 6. The data 
flow of the control block consists of four pipelining 
stages: viz., link-channel selection (stage-1), arbitration 
(stage-2), buffer check (stage-3), and switching (stage-4). 
The link-selection and channel-selection circuits are 
included in stage-1. Their delays have a direct effect on 
the delay of the control circuit. 

The increase in delay is caused by the complexity of 
the circuit for selection function that selects the next  
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Figure 5. Router architecture. 
 

 

Figure 6. Router control block. 
 

channel for a packet according to the header information. 
The delay can be estimated roughly by describing the 
selection function and discussing the complexity. The 
selection function assumes that the present PE and the 
channel number are constants and takes as its inputs the 
channel information (congested or uncongested) and 
header information (destination PE number etc.). The 
selection function is divided into channel selection 
function and link selection function. Channel selection 
function selects the channel and link selection function 
selects the link. 

The selection function of deterministic routing in PEs 
at the corners of BMs is shown in Figure 7. The parts of 
this selection function that are different from Figure 7 
for the CS and LS algorithms are shown in Figures 8 and 
9, respectively. The part where the change is made are 
shown by the broken-line square. As shown in Figure 7, 
the selection function consists of link selection function 
selectlink and channel selection function selectchannel. 

The link selection function is divided into selectlink, 
which determines whether the link to be selected will be 
an intra-BM or inter-BM link, and select_intra_link & 

route_higher_level_link, which select links from among 
the intra-BM and inter-BM links, respectively. Such a 
selection is done in every clock cycle. In the CS 
algorithm, only the channel selection function is changed, 
while in the LS algorithm, only route_higher_level_link 
function is changed. The changes add some IF statements. 
It is seen that only one IF statement is added in the LS 
algorithm. The delay is increased by the time for that IF 
statement. In the CS algorithm, three IF statements are 
added. However, they can be implemented in parallel 
using hardware, the delay is still only one IF statement 
time. 

The implementation of the DDR algorithm is more 
complex. In the DDR algorithm, the output channel 
candidates are decided by the channel selection function, 
which depends on the output of the link selection 
function. It means that the channel candidates are 
decided after the link candidates have been decided by 
the link selection function. However, it is possible to 
process the channel selection and link selection functions 
in parallel and reduce the processing time. It also include 
the part of the link selection function in the channel 
selection unit. The increase of delay for the selection 
function is considerable in a complex algorithm. Because 
of the long delay of the DDR link selection function, we 
have implemented the output link decision circuits in 
parallel. Henceforth, this method is called parallel 
implementation; it increases the hardware cost but reduce 
the delay of the selection function.  

Evaluation results are presented in the next section. 
For the implementation and evaluation, we used Xilinx 
Project Navigator and VirtexU (speed grade = 5) is used. 

5.2. Hardware Cost Evaluation 

The hardware costs for the router of a TESH network 
are shown in Figures 10 and 11. The logic gate in this 
figure is a 4-input logic gate with arbitrary output. In 
these figures, the numbers of logic gates in the CS and 
LS algorithms are 1.1% and 0.7% higher than that of 
deterministic, dimension-order routing. The numbers of 
memory elements in the CS and LS algorithm are the 
same as in dimension-order routing. The hardware costs 
for the DDR algorithm are shown in Figures 12 and 13. 
The numbers of logic gates in the conventional and 
parallel implementations are 12.0% and 21.9% higher 
than that of dimension-order routing, and the numbers 
of memory elements are 13.9% higher than that of di- 
mension-order routing. From these results, it is shown 
that the hardware cost of the CS and LS algorithms are 
almost equal to that of the dimension-order routing. 
There is a trivial difference in hardware cost among the 
routing algorithms. And the hardware cost of the DDR 
algorithm is slightly higher than that of dimension-order 
routing algorithm. 

Copyright © 2013 SciRes.                                                                                   CN 



Y. MIURA  ET  AL. 

Copyright © 2013 SciRes.                                                                                   CN 

42 

 

 

Figure 7. Selection function of dimension order routing. 
 

 

Figure 8. Selection function of CS routing. 
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Figure 9. Selection function of LS routing. 
 

 
(a)                                         (b) 

Figure 10. Comparison of the number of logic gates in different router block of dimension-order, CS, and LS algorithms. (a) 
The whole circuit; (b) Control unit. 
 

 
(a)                                         (b) 

Figure 11. Comparison of the number of memory elements in different router block of dimension-order, CS, and LS algo-
rithms. (a) The whole circuit; (b) Control unit. 
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(a)                                         (b) 

Figure 12. Comparison of the number of logic gates in different router block of conventional and parallel DDR algorithms. (a) 
The whole circuit; (b) Control unit. 
 

 
(a)                                         (b) 

Figure 13. Comparison of the number of memory elements in different router block of conventional and parallel DDR algo-
rithms. (a) The whole circuit; (b) Control unit. 
 
6. Evaluation of Network Performance 

6.1. Software Simulation 

6.1.1. Simulation Environment 
We have developed a wormhole routing simulator to 
evaluate dynamic communication performance of the 
TESH(2,3,0) network with 4096 PE. Dynamic commu- 
nication performances are simulated for dimension-order 
routing algorithm, CS algorithm, LS algorithm, DDR 

algorithm, and combinations of them. Extensive simula- 
tions have been carried out for uniform and hotspot traffic 
patterns. The dynamic communication performance of an 
interconnection network is characterized by message latency 
and network throughput. Message latency refers to the 
time elapsed from the instant when the first flit is 
injected into the network from the source to the instant 
when the last flit of the message is received at the 
destination. Average transfer time is the average value of 
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the latency for all packets. Network throughput refers to 
the maximum amount of information delivered per unit 
of time through the network. It is the average value of the 
number of flits which a PE receives in each clock cycle. 
In the evaluation of dynamic communication perfor- 
mance, flocks of messages are sent in the network to 
compete for the output channels. Packets are transmitted 
by the request-probability r during T clock cycles and the 
number of flits which reached at destination PE and its 
transfer time are recorded. Then the average transfer time 
and throughput are calculated and plotted as average 
transfer time in the horizontal axis and throughput in the 
vertical axis. The process of performance evaluation is 
carried out with changing the request-probability r.  

The packet size is 16 flit and flits are transmitted for 
20,000 cycles, i.e., T = 20,000. In each clock cycle, one 
flit is transferred from the input buffer to the output 
buffer, or from output to input if the corresponding 
buffer in the next node is empty. Therefore, transferring 
data between two nodes takes 2 clock cycles. Four virtual 
channels per physical channel are simulated, and they are 
arbitrated by a round-robin algorithm. The buffer length 
of each channel is 2 flits. In the DDR algorithm, the 
number of deterministic channel and adaptive channel 
are two respectively. In other algorithms, a pair of chan- 
nels is used for deadlock avoidance, and two pairs are 
used to select channels. The transfer method of the 
packet is wormhole routing [16]. 

6.1.2. Uniform Traffic Pattern 
In a uniform traffic, destinations are chosen randomly 
with equal probability among the nodes in the network. 
Figures 14 and 15 shows the average transfer time as a 
function of network throughput. The horizontal axis 
indicates network throughput and the vertical axis 
indicates transfer time. Also, the number inside the figure 
is the request-probability r. Each curve stands for a 
particular routing algorithm of the TE  net- 
work. 

 SH 2,3,0

From Figure 14, it is seen that the maximum through- 
put of CS, LS, and combination of CS and LS (CS + LS) 
algorithms are higher than when the dimension-order 
routing algorithm is used. Also the maximum throughput 
of the CS + LS algorithm is higher than when the LS and 
CS algorithms are individually used. The average 
transfer time at zero load, called zero-load latency, of all 
the algorithms shown in Figure 14 are almost equal; 
because all the algorithms applied on 

 

Figure 14. Comparison of dynamic communication per- 
formance of the TESH(2,3,0) network between dimension- 
order, CS, LS, and CS + LS algorithms with uniform traffic 
pattern: 4096 nodes, 4 VCs, and 16 flits. 
 

 

Figure 15. Comparison of dynamic communication per- 
formance of the TESH(2,3,0) network between dimension- 
order, CS + LS, DDR, CS + LS + DDR algorithms with uni- 
form traffic pattern: 4096 nodes, 4 VCs, and 16 flits. 
 
the DDR algorithm is lower than that of other routing 
algorithms considered in this paper. The reason is that 
the transfer path of DDR is shorter than deterministic 
routing.   

6.1.3. Hot-Spot Transfer 
For generating hot spot traffic we used a model proposed 
by Pfister and Norton [19]. According to this model, each 
node first generates a random number. If that number is 
less than a predefined threshold, the message will be sent 
to the hot-spot PE. Otherwise, the message will be sent to 
other nodes, with a uniform distribution. In real ap- 
plication, it may happen that there are some packets 
(hot-spot packets) which remain in the network, and 
request rates are very high. Hot-spot packets go to the 

 TESH 2,3,0  
network. A packet never contends for network resources 
with other packets in zero load. As shown in Figure 15, 
it is seen that the maximum throughput of the algorithm 
with DDR is far higher than that of the algorithm without 
DDR. Another interesting point is that zero-load latency 
of the DDR algorithm is lower than zero-load latency of  
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hot-spot h . Here, the simulations were carried for the 
TESH network that Node 

PE
  5 4n n


3 2 1 0  are 

source PE and Node 
n n n n

  5 4 00 00n n  are hot-spot h . 
The hot-spot flit generation probability are assumed to be 

h , i.e., the hot-spot percentages are assumed to 
be 10%.  

PE

P 



0.10

Figures 16 and 17 show the average transfer time as 
a function of network throughput for the hot-spot 
traffic patterns. The horizontal axis indicates network 
throughput, the vertical axis indicates average transfer 
time, and the number inside the figure is the request- 
probability r. Each curve stands for a particular routing 
algorithm.  

As depicted in Figure 16, the throughput of the 
dimension-order routing and CS algorithm are almost 
same. However, the throughput of LS algorithm is higher 
than that of dimension-order routing algorithm. As the 
packets can avoid congested links in LS algorithm, LS 
algorithm has an advantage in communication patterns 
which can create the congestion such as hot-spot traffic 
pattern. As depicted in Figure 17, the DDR algorithm 
has a low average transfer time in comparison with the 
other algorithms at zero-load like uniform traffic pattern. 
Also the maximum throughput of the DDR algorithm 
under hot-spot traffic pattern is higher than that of other 
algorithms. Because the choice of the inter-BM link is 
more than that of CS and LS algorithms. In this ex- 
periment, higher-level links of the neighborhood of 
destination PE are congested because hotspot packets use 
higher-level links intensively. Global adaptive routing 
algorithm such as DDR algorithm has an advantage in 
hot-spot traffic pattern because a lot of inter-BM links 
can be selected as compared with local adaptive routing. 
Therefore, with the hot-spot traffic pattern, the DDR 
algorithm yields better dynamic communication per- 
formance than that of dimension-order, LS, and CS 
algorithms.  

6.2. Evaluation with Hardware  
Implementation 

The delay time of each unit using two virtual channels is 
shown in Table 1 and using four virtual channels are 
shown in Table 2. As mentioned above, the delay time is 
divided into four pipelining stages, and the delays of 
stages  1 4e nD n 

 x ,

stag  are as follows.  

stage-1: 1 mastage l d cD t t t 

2

 

stage-2: stage aD t

3

 

stage-3: stage dtD t

4

 

stage-4: stage sD t

nd st t t

 

Here,  are the time delay of the 
link selection circuit, channel selection circuit, decoder,  

, , , , ad a dtt t tl c

 

Figure 16. Comparison of dynamic communication per- 
formance of the TESH(2,3,0) network between dimension- 
order, CS, LS, and CS + LS algorithms with hot-spot traffic 
pattern: 4096 nodes, 4 VCs, and 16 flits. 
 

 

Figure 17. Comparison of dynamic communication per- 
formance of the TESH(2,3,0) network between dimension- 
order, CS + LS, DDR, CS + LS + DDR algorithms with hot- 
spot traffic pattern: 4096 nodes, 4 VCs, and 16 flits. 
 

Table 1. Delay of control unit with 2 channels (ns). 

Dimension   
Order 

 CS LS 

Link Selection 
Decoder 

4.545 + 5.993 4.545 + 5.993 5.328 + 5.993

Channel Selection 3.132 7.251 3.132 

Arbiter 4.779 

Buffer Check 11.249 

Crossbar 7.640 

Cycle time 11.249 11.249 11.321 

 
arbiter, buffer checking circuit, and crossbar switch, 
respectively. The maximum latency from stage-1 to 
stage-4 is the minimum clock time of the router. Since 
the link selection and channel selection circuits run at the  
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Table 2. Delay of control unit with 4 channels (ns). 

 
Dimension 

Order 
CS LS 

Link Selection  
Decoder 

5.862 + 5.993 5.862 + 5.993 6.897 + 5.993

Channel Selection 4.850 7.856 4.850 

Arbiter 7.362 

Buffer Check 11.249 

Crossbar 8.128 

Cycle time 11.855 11.855 12.890 

 

 DDR (Normal) DDR (Parallel)

Link Selection Decoder 9.171 + 5.993 5.877 + 5.993 

Channel Selection 6.741 6.741 

Arbiter 7.362 

Buffer Check 11.249 

Crossbar 8.128 

Cycle Time 15.164 11.870 

 
same time in stage-1 of the control circuit, the delay of 
stage-1 is the larger value of  or t . l d c

TESH is a hierarchical network with complicated 
structure and the routing of message in this network is 
also complicated. The number of links and the number of 
virtual channels are 4 and 2, respectively in the CS and 
LS algorithms. Thus, the time delay for the CS and LS 
algorithms are the same to that of dimension-order 
routing after optimizing with a logic synthesis tool. With 
the normal implementation of the DDR algorithm, the 
minimum clock time is increased due to the large circuit 
delay of link selection. On the other hand in parallel 
implementation of the DDR algorithm, the influence on 
minimum clock time is small because the link selection 
circuit delay is decreased. This minimum clock cycle 
time is considered as single cycle time and is used for the 
dynamic communication performance evaluation.  

t t

Instead of simulation clock cycle the dynamic com- 
munication performance is evaluated in clock cycle time, 
i.e., in nano-second (ns). The minimum clock time is 
used for the evaluation of each routing algorithms. One 
cycle time is the minimum clock time of each algorithm. 
The average transfer time as a function of network through- 
put is portrayed in Figures 18 and 19 using uniform 
traffic pattern for two and four channels, respectively. 
The horizontal axis indicate network throughput, i.e., the 
average number of flits delivered through the network 
per unit time. The throughput is the number of delivered 
flits per PE in 1 ns, i.e., Flits/PE·ns.  

As shown in Figure 18, the maximum throughput of 

the CS and LS algorithms on a TESH network is no- 
ticeably higher than that of the dimension-order routing. 
In the CS algorithm, there is no influence of channel 
selection circuit delay. In the LS algorithm, the delay is 
slightly high. However, the difference is trivial. As shown 
in Figure 19, the maximum throughput using normal 
implementation of DDR algorithm is lower than that of 
other algorithms. Due to complicated routing principle of 
DDR algorithm, its link selection circuit delay is large, 
which in turns make the clock cycle time of DDR algorithm 
long. On the other hand, the maximum throughput of 
parallel-implemented DDR algorithm is higher than that 
of other algorithms. 
 

 

Figure 18. Comparison of dynamic communication per- 
formance of the TESH(2,3,0) network using hardware im- 
plemented router between dimension-order, CS, and LS 
algorithms with uniform traffic pattern: 4096 nodes, 2 VCs, 
and 16 flits.  
 

 

Figure 19. Comparison of dynamic communication per- 
formance of the TESH(2,3,0) network using hardware im- 
plemented router between dimension-order, CS, LS, and 
DDR algorithms with uniform traffic pattern: 4096 nodes, 4 
VCs, and 16 flits.  
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7. Conclusions 

We have proposed three adaptive routing algorithms, CS, 
LS, DDR along with dimension-order routing with their 
hardware implementation for the TESH network. The 
proposed algorithms are simple and efficient for using 
the virtual channels, physical links, and direction of net- 
work to improve dynamic communication performance. 
In this paper, we have evaluated the delay and hardware 
cost of the proposed routing algorithm using VHDL. The 
logic gates of the CS and LS algorithms are almost equal 
and the memory elements of the CS and LS algorithms 
are exactly equal to that of dimension-order routing. The 
logic gates and memory elements of the DDR algorithm 
are slightly higher than that of dimension-order routing. 

Using the routing algorithms described in this paper 
and with uniform and hot-spot traffic patterns, we have 
evaluated the dynamic communication performance of a 
TESH network. The average transfer time at zero-load of 
the TESH network using the DDR algorithm is noticea- 
bly lower than when the dimension-order routing is used. 
On the other hand, maximum throughput using the CS, 
LS, and DDR algorithms is higher than when the dimen- 
sion-order routing is used. A comparison of dynamic 
communication performance reveals that the DDR algo- 
rithm outperforms all other algorithms; a TESH network 
using the DDR algorithm yields low latency and high 
throughput, which are indispensable for the high per- 
formance of massively parallel computing system. Using 
the clock time selected by minimum cycle time through 
hardware implementation of each routing algorithms, we 
have also evaluated the communication performance. It 
is shown that the dynamic communication performance 
of a TESH network using CS, LS, DDR algorithms are 
higher than that of dimension order routing. Among them 
DDR algorithm yields the highest communication per- 
formance.  
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