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ABSTRACT
In this work, a new class of variational inclusion involving $T$-accretive operators in Banach spaces is introduced and studied. New iterative algorithms for stability for their class of variational inclusions and its convergence results are established.
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1. Introduction
Variational inequality theory provides us with a simple, natural, general and unified framework for studying a wide range of unrelated problems arising in mechanics, physics, optimization and control theory nonlinear programming, economics, transportation, equilibrium and engineering sciences.

In recent years, variational inequality has been extended and generalized in different direction. A useful and important generalization of the variational inequality is called variational inclusions see [1-7].

Suppose $E$ is a real Banach space with dual space $E^*$, norm $\|\cdot\|$ and dual pairing $\langle \cdot, \cdot \rangle$. $2^E$ is the family of all nonempty subsets of $E$, $CB(E)$ is the family of all nonempty closed bounded subset of $E$ and the generalized duality mapping $J_q : E \to 2^{E^*}$ is defined by

$$J_q (u) = \{ f^* \in E^* : \langle f^*, u \rangle = \| f^* \| \| u \|, \quad \| f^* \| = \| u \|^{(q-1)} \}, \quad \forall u \in E,$$

where $q > 1$ is a constant. In particular, $J_2$ is the usual normalized duality mapping. It is known that, in general $J_q(u) = \| u \|^{-2} J_2(u)$ for all $u \neq 0$ and $J_q$ is simple valued, if $E$ is strictly convex. The modulus of smoothness of $E$ is the function $\rho_q : [0, \infty) \to [0, \infty)$ defined by

$$\rho_q(t) = \sup \left\{ 1 - \frac{1}{2} (\| u + v \| + \| u - v \|) - 1 : \| u \| \leq 1, \| v \| \leq t \right\}.$$

A Banach space $E$ is called uniformly smooth if $\lim_{t \to 0} \frac{\rho_q(t)}{t} \to 0$. $E$ is called $q$-uniformly smooth, if there exists a constant $\rho > 0$ such that

$$\rho_q(t) \leq \rho t^q, \quad q > 1.$$

Note that $J_q$ is single valued, if $E$ is uniformly smooth. Xu and Roach [8] and Xu [9] proved the following results.

**Lemma 1.1.** Let $E$ be a real uniformly smooth Banach space. Then $E$ is $q$-uniformly smooth if and only if there exists a constant $c_q > 0$ such that for all $u, v \in E$

$$\|u + v\| \leq \|u\| + q \langle v, J_q(u) \rangle + c_q \|v\|^q.$$

**Definition 1.1.** [10] Let $T : E \to E$ be a single-valued operator and $M : E \to 2^E$ be a multivalued operator. $M$ is said to be $T$-accretive if $M$ is accretive and $(T + \rho M)(E) = E$ hold for all $\rho > 0$.

**Remark 1.1.** 1) From [11] it is easily establish that if $T = I$ (the identity map on $E$), then the definition of $I$-accretive operator is that of $m$-accretive operator.

2) Example 2.1 in [11] shows that an $m$-accretive operator need not be $T$-accretive for some $T$.

Let $T : E \to E$, $N : E \times E \to E$ be two single valued mappings. Let $M : E \times E \to 2^E$ be a set-valued mapping such that for each fixed $t \in E$, $M(\cdot) : E \to 2^E$ be a $T$-accretive operator. For given $f, g, p : E \to E$ are mappings, consider the following problem of finding $u \in E$ such that

$$0 \in f(u) - N(u,u) + M(pu,gu), \quad (1)$$

A Banach space $E$ is called uniformly smooth if $\lim_{t \to 0} \frac{\rho_q(t)}{t} \to 0$. $E$ is called $q$-uniformly smooth, if there exists a constant $\rho > 0$ such that

$$\rho_q(t) \leq \rho t^q, \quad q > 1.$$
which is called the generalized nonlinear implicit quasi variational inclusions.

**Special Cases:**

1) If $E$ is a Hilbert space, then problem (1) is equivalent to finding $u \in E$ such that

$$
pu \in \text{Dom}(M(.,gu))
$$

and for each fixed $t \in E$, where

$$
0 \leq f(u) - N(u,u) + M(pu,gu),
$$

which is called the generalized nonlinear implicit quasi variational inclusions, considered by Ding [12] and Fang et al. [13].

2) If $M(u,t) = M(u)$ for all $u \in E$, then problem (2) is equivalent to finding $u \in E$ such that

$$
pu \in \text{Dom}(M)
$$

where $M: E \to 2^E$ is a maximal monotone mapping. The problem (3) was considered by Huang [14].

3) If $M(u,t) = \partial \phi(u,t)$ for each $t \in E$, then problem (2) is equivalent to finding $u \in E$ such that

$$
\phi(u) - N(u,u) + M(pu,gu) \geq \phi(pu,gu) - \phi(v,gu),
$$

where $\phi: E \times E \to R \cup \{+\infty\}$ such that for each $t \in E$, $\phi(.,t): E \to R \cup \{+\infty\}$ is a proper convex lower semi-continuous function with

$$
\text{Range}(p) \cap \text{Dom}(\partial \phi(.,t)) \neq \emptyset.
$$

The problem (4) was considered by Ding [15] for $g$ to be an identity mapping.

4) If $f = 0$ and $g$ is the identity mapping, then problem (1) is equivalent to finding $u \in E$ such that

$$
pu \in \text{Dom}(M(.,u))
$$

is a single valued. From the proof of Theorem 2.3 in [11], it is easy to obtain the following result.

**Lemma 1.2.** [10] Let $T: E \to E$ be a strictly accretive operator with constant $\lambda > 0$ and for each fixed $t \in E$, $M: E \times E \to 2^E$ be a $T$-accretive operator then the operator $J_{T,\rho}^{M(t)}: E \to E$ is Lipschitz continuous with constant $\frac{1}{\lambda}$, i.e.,

$$
\|J_{T,\rho}^{M(t)}(u) - J_{T,\rho}^{M(t)}(v)\| \leq \frac{1}{\lambda}\|u - v\| \quad \forall u, v \in E. \quad (8)
$$

**Lemma 1.3.** Let $a$ and $b$ be two nonnegative real numbers. Then

$$
(a + b)^\nu \leq 2^\nu (a^\nu + b^\nu). \quad (9)
$$

**Proof.**

$$(a + b)^\nu \leq (2\max\{a, b\})^\nu = 2^\nu \max\{a, b\}^\nu \leq 2^\nu (a^\nu + b^\nu).$$

**Definition 1.2.** Let $\{M^n\}$ and $M$ be a maximal monotone mappings for $n = 0, 1, 2, \ldots$. The sequence $\{M^n\}$ is said to be graph converges to $M$ write $M^n \stackrel{G}{\longrightarrow} M$ if for every $(u, v) \in \text{Graph}(M)$, there exists a sequences $(u_n, v_n) \in \text{Graph}(M^n)$ such that $u_n \to u$ and $v_n \to v$ as $n \to \infty$.

**Lemma 1.4.** [3] Let $M^n$ and $M$ be the maximal monotone mappings for $n = 0, 1, 2, \ldots$. Then $M^n \stackrel{G}{\longrightarrow} M$ if and only if

$$
J_{\rho}^{M^n}(u) \to J_{\rho}^{M}(u), \quad (10)
$$

for every $u \in E$ and $\rho > 0$, where $J_{\rho}^{M} = (I + \rho M)^{-1}$.

**Lemma 1.5.** Let $\{a_n\}$, $\{b_n\}$ and $\{c_n\}$ be three sequences of nonnegative numbers satisfying the following condition. There exists a positive integers $n_0$ such that

$$
a_{n+1} \leq (1-t_n)a_n + b_n t_n + c_n, \quad \text{for } n \geq n_0 \quad (11)
$$

where $t_n \in [0,1]$, $\sum_{n=0}^{\infty} t_n = +\infty$, $\lim_{n \to \infty} b_n = 0$, and

$$
\sum_{n=0}^{\infty} c_n < +\infty. \quad \text{Then } a_n \to 0 \quad \text{as } n \to \infty.
$$

**Proof.** Let $\sigma = \inf \{a_n : n \geq n_0\}$. Then $\sigma \geq 0$. Suppose that $\sigma > 0$. Then $a_n \geq \sigma > 0$ for all $n \geq n_0$. It follows from (11), that

$$
a_{n+1} \leq a_n - \sigma t_n + t_n b_n + c_n = a_n - \frac{1}{2} \sigma (1 - t_n) - \frac{1}{2} \sigma t_n + c_n \quad (12)
$$

for all $n \geq n_0$. Since $b_n \to 0$ as $n \to \infty$, there exists $n_1 \geq n_0$ such that

$$
\frac{1}{2} \sigma \geq b_n, \quad \text{for all } n \geq n_1.
$$
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Combining (11) and (12), we have
\[ a_{n+1} \leq a_n - \frac{1}{2} \sigma t_n + c_n \]
for all \( n \geq n_0 \), which implies that
\[ \frac{1}{2} \sigma \sum_{n=0}^{\infty} t_n \leq a_n + \sum_{n=0}^{\infty} c_n < +\infty. \]
This is a contradiction. Therefore, \( \sigma = 0 \) and so there exists a subsequence \( \{a_{n_j}\} \subset \{a_n\} \) such that \( a_{n_j} \to 0 \) as \( j \to \infty \). It follows from (11) that
\[ a_{n_{j+1}} \leq a_{n_j} + b_{n_j} t_{n_j} + c_{n_j} \]
and so \( a_{n_{j+1}} \to a_{n_j} \) as \( j \to \infty \). A simple induction leads to \( a_{n_k} \to 0 \) as \( k \to \infty \) and this means that \( a_n \to 0 \) as \( n \to \infty \). This completes the proof.

**Lemma 1.6.** Let \( T : E \to E \) be a strictly accretive operator and for a fixed \( t \in E \), \( M : E \times E \to 2^E \) be a \( T \)-accretive operator in the first variable. If \( u \) is a solution of the problem (1) if and only if
\[ g(u) = J_{T, M(\cdot, gu)}^{-1} \left( T(\rho u) - \rho f(u) + \rho N(u, u) \right) \]
where \( \rho > 0 \) is a constant and
\[ J_{T, M(\cdot, gu)}^{-1} = (T + \rho M(\cdot, gu))^{-1}. \]

**Proof.** \( u \in E \) is a solution of (1)
\[ \Leftrightarrow 0 \in f(u) - N(u, u) + M(\rho u, gu) \]
\[ \Leftrightarrow 0 \in \rho f(u) - \rho N(u, u) + \rho M(\rho u, gu) \]
\[ \Leftrightarrow 0 \in -T(\rho u) + \rho f(u) - \rho N(u, u) + T(\rho u) + \rho M(\rho u, gu) \]
\[ \Leftrightarrow 0 \in \left[ T(\rho u) - \rho f(u) + \rho N(u, u) \right] + \left( T + \rho M(\cdot, gu) \right)(\rho u) \]
\[ \Leftrightarrow \rho u = J_{T, M(\cdot, gu)}^{-1} \left( T(\rho u) - \rho f(u) + \rho N(u, u) \right). \]

### 2. Existence and Uniqueness Theorems

In this section, we show the existence and uniqueness of solutions for the problem (1) in terms of Lemma 1.6.

**Definition 2.1.** Let \( E \) be a real uniformly smooth Banach space and \( T, g : E \to E \) be two single valued operators; \( T \) is said to be
1) Accretive if
\[ \langle Tu - Tv, J_q(u - v) \rangle \geq 0, \quad \forall u, v \in E \]
or, equivalently
\[ \langle Tu - Tv, J_q(u - v) \rangle \geq 0, \quad \forall u, v \in E; \]
2) Strictly accretive if \( T \) is accretive and
\[ \{Tu - Tv, J_q(u - v)\} = 0, \quad \forall u = v; \]
3) Strongly accretive if there exists a constant \( \rho > 0 \) such that
\[ \{Tu - Tv, J_q(u - v)\} \geq \rho ||u - v||, \quad \forall u, v \in E \]
or, equivalently
\[ \{Tu - Tv, J_q(u - v)\} \geq \rho ||u - v||^2, \quad \forall u, v \in E; \]
4) Lipschitz continuous if there exists a constant \( s > 0 \) such that
\[ \|Tu - Tv\| \leq s ||u - v||, \quad \forall u, v \in E; \]
5) Strongly accretive with respect to \( g \) if there exists a constant \( \gamma > 0 \) such that
\[ \{Tu - Tv, J_g(gu - gv)\} \geq \gamma ||gu - gv||, \quad \forall u, v \in E \]
or, equivalently
\[ \{Tu - Tv, J_g(gu - gv)\} \geq \gamma ||gu - gv||^2, \quad \forall u, v \in E. \]

**Definition 2.2.** Let \( N : E \times E \to E \) and \( g : E \to E \) be the maps, then
1) \( N(\cdot, \cdot) \) is said to be strongly accretive with respect to first argument if there exists a constant \( \alpha > 0 \) such that
\[ \{N(u, \cdot) - N(v, \cdot), J_q(u - v)\} \geq \alpha ||u - v||, \quad \forall u, v \in E \]
or, equivalently
\[ \{N(u, \cdot) - N(v, \cdot), J_q(u - v)\} \geq \alpha ||u - v||^2, \quad \forall u, v \in E; \]
2) \( N \) is said to relaxed accretive with respect to \( g \) if there exists a constant \( \zeta > 0 \) such that
\[ \{N(u, \cdot) - N(v, \cdot), J_q(gu - gv)\} \geq -\zeta ||gu - gv||, \quad \forall u, v \in E; \]
3) \( N \) is Lipschitz continuous in first argument if there exists a constant \( \eta > 0 \) such that
\[ \|N(u, \cdot) - N(v, \cdot)\| \leq \eta ||u - v||, \quad \forall u, v \in E. \]

**Theorem 2.1.** Let \( E \) be a \( q \)-uniformly smooth Banach space and \( T : E \to E \) be a strongly accretive and Lipschitz continuous with positive constants \( \gamma \) and \( \delta \) respectively. Let \( p : E \to E \) be the strongly accretive and Lipschitz continuous with positive constants \( \alpha \) and \( \beta \) respectively. Let \( f, g : E \to E \) be Lipschitz continuous with positive constants \( \mu \) and \( \sigma \) respectively. Let \( N : E \times E \to E \) be relaxed accretive with respect to \( p_1 \) in the first and second arguments with constants \( \zeta > 0 \) and \( \omega > 0 \) respectively, where \( p_1 : E \to E \) is defined by \( p_1(u) = (T \circ p)(u) = T(\rho u) \) for all \( u \in E \). Assume that \( N \) is Lipschitz continuous with respect to first and second argument with constants \( \tau > 0 \) and
respectively. Let \( M : E \times E \rightarrow 2^E \) be a \( T \)-accretive operator with second argument. If there exist constants \( \rho > 0 \) and \( \eta > 0 \) such that for all \( u, v, w \in E \)
\[
\| J_{T, \rho}^{M, (\eta_0)} (w) - J_{T, \rho}^{M, (\eta_0)} (w) \| \leq \eta \| gu - gv \| \tag{13}
\]
and
\[
Q + \frac{1}{\lambda} P < 1, \tag{14}
\]
where
\[
Q = \left( 1 - q \alpha + C_s \beta^q \right)^{1/q} + \eta \sigma < 1
\]
and
\[
\| F(u) - F(v) \| = \left\| u - \rho u + J_{T, \rho}^{M, (\eta_0)} \left[ T(pu) - \rho f(u) + \rho N(u, u) \right] - \left\{ v - \rho v + J_{T, \rho}^{M, (\eta_0)} \left[ T(pv) - \rho f(v) + \rho N(v, v) \right] \right\} \right\|
\leq \left\| u - v - (pu - pv) \right\| + \left\| J_{T, \rho}^{M, (\eta_0)} \left[ T(pu) - \rho f(u) + \rho N(u, u) \right] - J_{T, \rho}^{M, (\eta_0)} \left[ T(pv) - \rho f(v) + \rho N(v, v) \right] \right\|
+ \left\| J_{T, \rho}^{M, (\eta_0)} \left[ T(pv) - \rho f(v) + \rho N(v, v) \right] - J_{T, \rho}^{M, (\eta_0)} \left[ T(pu) - \rho f(u) + \rho N(u, u) \right] \right\|
\leq \left\| u - v - (pu - pv) \right\| + \frac{1}{\lambda} \left\| T(pu) - T(pv) + N(u, u) - N(v, v) \right\| + \frac{1}{\lambda} \left\| f(u) - f(v) \right\| + \eta \| gu - gv \|
\leq \left\| u - v - (pu - pv) \right\| + \frac{1}{\lambda} \left\| T(pu) - T(pv) + N(u, u) - N(v, v) \right\| + \frac{\rho}{\lambda} \left\| f(u) - f(v) \right\| + \eta \sigma \| v - u \|
\]
Now since \( p \) is strongly accretive and Lipschitz continuous, we have
\[
\| u - v - (pu - pv) \| \leq \| u - v \|^{q^{\alpha}} - q \left\{ pu - pv, J_{q} (u - v) \right\} + C_{s} \| pu - pv \|
\leq \| u - v \|^{q^{\alpha}} - q \| u - v \|^{q^{\alpha}} + C_{s} \| pu - pv \|
\leq \left( 1 - q \alpha + C_{s} \beta^{q} \right) \| u - v \|^{q^{\alpha}}
\Rightarrow \| u - v - (pu - pv) \| \leq \left( 1 - q \alpha + C_{s} \beta^{q} \right) \| u - v \|.
\tag{17}
\]
By the strong accretivity of \( p \) with constant \( \alpha \) , we have
\[
\| pu - pv \| \geq \alpha \| u - v \|
\tag{18}
\]
Similarly, by the strong accretivity of \( T \) with constant \( \gamma \) we have
\[
\| T(pu) - T(pv) \| \geq \gamma \| pu - pv \|. \tag{19}
\]
By \( \tau \)-Lipschitz continuity of \( N \) with respect to first argument and \( \xi \)-Lipschitz continuity of \( N \) with respect to second arguments, we have
\[
P = \left( \delta^{\gamma} \beta^{\eta} - q \rho (\zeta + \omega) \gamma^{\alpha} \alpha^{\delta} + 2 \xi C_{s} \rho^{\delta} (\zeta^{\delta} + \xi^{\delta}) \right) \eta^{\delta}
+ \rho \mu < 1.
\]
Then the problem (1) has a unique solution \( u^* \in E \).

**Proof.** By Lemma 1.6, it is enough to show that the mapping \( F : E \rightarrow E \) has a unique fixed point \( u^* \in E \) where \( F \) is defined as follows.
\[
F(u) = u - \rho u + J_{T, \rho}^{M, (\eta_0)} \left[ T(pu) - \rho f(u) + \rho N(u, u) \right]
\tag{15}
\]
for all \( u \in E \). From (13) and (15), we have
\[
\begin{align*}
&\| F(u) - F(v) \| = \| u - v - (pu - pv) \| + \left\| J_{T, \rho}^{M, (\eta_0)} \left[ T(pu) - \rho f(u) + \rho N(u, u) \right] - J_{T, \rho}^{M, (\eta_0)} \left[ T(pv) - \rho f(v) + \rho N(v, v) \right] \right\|
+ \left\| J_{T, \rho}^{M, (\eta_0)} \left[ T(pv) - \rho f(v) + \rho N(v, v) \right] - J_{T, \rho}^{M, (\eta_0)} \left[ T(pu) - \rho f(u) + \rho N(u, u) \right] \right\|
+ \left\| J_{T, \rho}^{M, (\eta_0)} \left[ T(pu) - \rho f(u) + \rho N(u, u) \right] - J_{T, \rho}^{M, (\eta_0)} \left[ T(pv) - \rho f(v) + \rho N(v, v) \right] \right\|
\leq \| u - v - (pu - pv) \| + \frac{1}{\lambda} \| T(pu) - T(pv) + N(u, u) - N(v, v) \| + \frac{1}{\lambda} \| f(u) - f(v) \| + \eta \| gu - gv \|
\leq \left( 1 - q \alpha + C_{s} \beta^{q} \right) \| u - v \|. \tag{17}
\end{align*}
\]
By the strong accretivity of \( p \) with constant \( \alpha \) , we have
\[
\| pu - pv \| \geq \alpha \| u - v \|
\tag{18}
\]
Similarly, by the strong accretivity of \( T \) with constant \( \gamma \) we have
\[
\| T(pu) - T(pv) \| \geq \gamma \| pu - pv \|. \tag{19}
\]
By \( \tau \)-Lipschitz continuity of \( N \) with respect to first argument and \( \xi \)-Lipschitz continuity of \( N \) with respect to second arguments, we have
\[
P = \left( \delta^{\gamma} \beta^{\eta} - q \rho (\zeta + \omega) \gamma^{\alpha} \alpha^{\delta} + 2 \xi C_{s} \rho^{\delta} (\zeta^{\delta} + \xi^{\delta}) \right) \eta^{\delta}
+ \rho \mu < 1.
\]
Since \( f \) is Lipschitz continuous, we get
\[
\| f(u) - f(v) \| \leq \mu \| u - v \|. \tag{22}
\]
Since \( N : E \times E \rightarrow E \) is a relaxed accretive with respect to \( p \) in the first and second argument with constant \( \zeta > 0 \) and \( \omega > 0 \) respectively, from (18) and (19), we have
\[
P = \left( \delta^{\gamma} \beta^{\eta} - q \rho (\zeta + \omega) \gamma^{\alpha} \alpha^{\delta} + 2 \xi C_{s} \rho^{\delta} (\zeta^{\delta} + \xi^{\delta}) \right) \eta^{\delta}
+ \rho \mu < 1.
\]
Since \( N : E \times E \rightarrow E \) is a relaxed accretive with respect to \( p \) in the first and second argument with constant \( \zeta > 0 \) and \( \omega > 0 \) respectively, from (18) and (19), we have
\[
\langle N(u,u) - N(v,u), J_q(T(pu) - T(pv)) \rangle \\
\geq -\zeta \| T(pu) - T(pv) \| \]
and similarly
\[
\langle N(v,u) - N(v,v), J_q(T(pu) - T(pv)) \rangle \\
\geq -\alpha \gamma^q \| u - v \|.
\]
From (23) and (24), Lipschitz continuity of \( T, p, \) Lemma 1.1 and Lemma 1.3, we have
\[
\| T(pu) - T(pv) \| = \| p \| \| N(u,u) - N(v,v) \| + \rho \| N(u,u) - N(v,v) \| \\
\leq \| p \| \| u - v \| - \rho \gamma^q \| u - v \| + \rho \| N(u,u) - N(v,v) \| \\
\leq \| \beta^q \delta - q \rho \gamma^q \| u - v \| + \rho \| N(u,u) - N(v,v) \|.
\]
Now from (16), (17), (22) and (25), we have
\[
\| F(u) - F(v) \| \leq \left( 1 - q \alpha + C_q \beta^q \right) \| u - v \| + \frac{1}{\lambda} \left( \| \delta - q \rho \gamma^q \| u - v \| + \| \beta^q \delta - q \rho \gamma^q \| u - v \| \right) + \rho \mu \| u - v \|.
\]
where \( Q = \left( 1 - q \alpha + C_q \beta^q \right) \| u - v \| + \eta \sigma \) and
\[
P = \left( \| \delta - q \rho \gamma^q \| u - v \| + \| \beta^q \delta - q \rho \gamma^q \| u - v \| \right) + \rho \mu
\]
and \( \theta = Q + \frac{1}{\lambda} P \).

From (14), we know that \( 0 < \theta < 1 \). Therefore, there exists a unique \( u* \in E \) such that \( F(u*) = u* \). This completes the proof.

3. Perturbed Algorithms and Stability

In this section, we construct some new perturbed iterative algorithms with errors for solving the problem (1) and prove the convergence and stability of the iterative sequences generated by the perturbed algorithms with errors.

**Definition 3.1.** Let \( T \) be a self mapping of \( E \) and \( x_{n+1} = f(T, x_n) \) define an iterative procedure which yields a sequence of point \( \{x_n\} \) in \( E \). Suppose that \( \{x \in E : T(x) = x\} \neq \emptyset \) and \( \{x_n\} \) converges to a fixed point \( x^* \) of \( T \). Let \( \{y_n\} \subset E \) and let
\[
e_n = \| y_n - x \|.
\]

1) If \( \lim_{n \to \infty} e_n = 0 \) implies that \( \lim_{n \to \infty} y_n = x^* \), then the iterative procedure \( \{x_n\} \) defined by \( x_{n+1} = f(T, x_n) \) is said to be \( T \)-stable or stable with respect to \( T \).

2) If \( \sum_{n=0}^N e_n < \infty \) implies that \( \lim_{n \to \infty} y_n = x^* \), then the iterative procedure \( \{x_n\} \) is said to be almost \( T \)-stable. Some stability results of iterative algorithms have been established by several authors [17-19]. As was shown by Harder and Hicks [20], the study on the stability is both of the theoretical and numerical interest.

**Remark 3.1.** An iterative procedure \( \{x_n\} \) which is \( T \)-stable is almost \( T \)-stable and an iterative procedure \( \{x_n\} \) which is almost \( T \)-stable need not be \( T \)-stable [21].

**Algorithm 3.1.** Let \( f, p, g, T : E \to E \) and \( N : E \times E \to E \) be the five single valued mappings. Let \( \{M_n\} \) of \( M \) be the set-valued mapping from \( E \times E \) into the power set of \( E \) such that for each \( t \in E \), \( M^t \) and \( M^t \) are \( T \)-accretive mappings and \( M^t \) is \( T \)-stable. For any given \( u_0 \in E \), the perturbed iterative sequence \( \{u_n\} \) with errors is defined as follows:
for \( n = 0, 1, 2, \ldots \), where \( \{ \alpha_n \} \), \( \{ \beta_n \} \) and \( \{ \gamma_n \} \) are three sequences in \([0,1] \), \( \{ e_n \} \), \( \{ r_n \} \), \( \{ s_n \} \) and \( \{ t_n \} \) are four sequences in \( E \) satisfying the following conditions:

\[
\lim_{n \to \infty} \| x_n \| = \lim_{n \to \infty} \| e_n \| = \lim_{n \to \infty} \| t_n \| = 0
\]

\[
\sum_{n=0}^{\infty} \alpha_n = +\infty, \quad \sum_{n=0}^{\infty} \| e_n \| < +\infty.
\] (28)

From Algorithm 3.1, we obtain the following algorithm for the problem (3).

**Algorithm 3.2.** Let \( f, p, T : E \to E \) and \( N : E \times E \to E \) be four single valued mappings. Let \( \{ M^n \} \) and \( M \) be \( T \)-accretive mappings from \( E \) into the power of \( E \) such that \( M^n \xrightarrow{\rho} M \). For any given \( u_0 \in E \), define the perturbed iterative sequences \( \{ u_n \} \) with errors as follows:

\[
u_{n+1} = (1-\alpha_n)u_n + \alpha_n \left[ v_n - pv_n + J_{T, \rho}^{M^n} \{ T(pv_n) - \rho f(v_n) + \rho N(u_n, v_n) \} \right] + \alpha_n e_n + l_n
\]

\[
v_n = (1-\beta_n)u_n + \beta_n \left[ w_n - pw_n + J_{T, \rho}^{M^n} \{ T(pw_n) - \rho f(w_n) + \rho N(u_n, w_n) \} \right] + \beta_n r_n
\]

\[
w_n = (1-\gamma_n)u_n + \gamma_n \left[ u_n - pu_n + J_{T, \rho}^{M^n} \{ T(pu_n) - \rho f(u_n) + \rho N(u_n, u_n) \} \right] + \gamma_n s_n
\] (27)

Theorem 3.1. Let \( f, p, g, T \) and \( N \) be the same as in Theorem 2.1. Suppose that \( \{ M^n \} \) and \( M \) are set-valued mappings from \( E \times E \) into the power set of \( E \) such that for each \( t \in E \), \( M^n (\cdot, t) \) and \( M (\cdot, t) \) are \( T \)-accretive mappings and \( M^n (\cdot, t) \xrightarrow{\rho} M (\cdot, t) \). Assume that there exists constants \( \rho > 0 \) and \( \eta > 0 \) such that for each \( u, v, z \in E \) and \( n \geq 0 \)

\[
\| J_{T, \rho}^{M^n(z)}(u) - J_{T, \rho}^{M^n(v)}(z) \| \leq \eta \| u - v \|
\]

and the condition (13) holds. Let \( \{ y_n \} \) be a sequence in \( E \) and define a sequence \( \{ e_n \} \) of real numbers as follows:

\[
u_{n+1} = (1-\alpha_n)y_n + \alpha_n \left[ x_n - px_n + J_{T, \rho}^{M^n} \{ T(px_n) - \rho f(x_n) + \rho N(x_n, x_n) \} \right] + \alpha_n e_n + l_n
\]

\[
x_n = (1-\beta_n)y_n + \beta_n \left[ z_n - p(z_n + J_{T, \rho}^{M^n} \{ T(pz_n) - \rho f(z_n) + \rho N(z_n, z_n) \} \right] + \beta_n r_n
\]

\[
z_n = (1-\gamma_n)y_n + \gamma_n \left[ y_n - py_n + J_{T, \rho}^{M^n} \{ T(py_n) - \rho f(y_n) + \rho N(y_n, y_n) \} \right] + \gamma_n s_n
\] (31)

where \( \{ \alpha_n \} \), \( \{ \beta_n \} \), \( \{ \gamma_n \} \), \( \{ e_n \} \), \( \{ r_n \} \), \( \{ s_n \} \) and \( \{ t_n \} \) are same sequences defined in Algorithm 3.1. Then the following holds:

1) The sequence \( \{ u_n \} \) defined by Algorithm 3.1 converges strongly to the unique solution \( u^* \) of the problem (1).

2) If \( e_n = \alpha_n \Delta_n + x_n \) with \( \sum_{n=0}^{\infty} x_n < +\infty \) and \( \lim \Delta_n = 0 \), then \( \lim y_n = u^* \).

3) If \( \lim y_n = u^* \) implies that \( \lim e_n = 0 \).

Proof. Let \( u^* \in E \) be the unique solution of the problem (1). It is easy to see that the conclusion (1) follows from the conclusion (2). Now we prove that (2) is true. It follows from Lemma 1.6 that
From (27), (31) and (32), we have

\[
\begin{align*}
\|y_{n+1} - u^*\| &= \left\| (1-\alpha_n)u^* + \alpha_n \left[ u^* - pu^* + J_{T,\rho}^M(\cdot,\cdot) \left\{ T\left( pu^* \right) - \rho f\left( u^* \right) + \rho N\left( u^*,u^* \right) \right\} \right] \right\| \\
&\leq \left\| (1-\alpha_n)u^* + \alpha_n \left[ x_n - px_n + J_{T,\rho}^M(\cdot,\cdot) \left\{ T\left( px_n \right) - \rho f\left( x_n \right) + \rho N\left( x_n, x_n \right) \right\} \right] \right\| + \alpha_n e_n + l_n \\
&+ \left\| (1-\alpha_n)u^* + \alpha_n \left[ x_n - px_n + J_{T,\rho}^M(\cdot,\cdot) \left\{ T\left( px_n \right) - \rho f\left( x_n \right) + \rho N\left( x_n, x_n \right) \right\} \right] \right\| \\
&- \left\{ (1-\alpha_n)u^* + \alpha_n \left[ u^* - pu^* + J_{T,\rho}^M(\cdot,\cdot) \left\{ T\left( pu^* \right) - \rho f\left( u^* \right) + \rho N\left( u^*,u^* \right) \right\} \right] \right\| + \alpha_n \| e_n \| + \| x_n - u \| \\
&\leq e_n + (1-\alpha_n)\|y_n - u^*\| + \alpha_n \left\| x_n - u^* - (px_n - pu^*) \right\| \\
&+ \alpha_n \left\| J_{T,\rho}^M(\cdot,\cdot) \left\{ T\left( px_n \right) - \rho f\left( x_n \right) + \rho N\left( x_n, x_n \right) \right\} \right\| - \left\{ J_{T,\rho}^M(\cdot,\cdot) \left\{ T\left( pu^* \right) - \rho f\left( u^* \right) + \rho N\left( u^*,u^* \right) \right\} \right\| + \alpha_n \| e_n \| + \| x_n - u \| \\
&\leq e_n + (1-\alpha_n)\|y_n - u^*\| + \alpha_n \left\| x_n - u^* - (px_n - pu^*) \right\| \\
&+ \alpha_n \| T\left( px_n \right) - T\left( pu^* \right) - \rho f\left( x_n \right) + \rho N\left( x_n, x_n \right) - N\left( u^*,u^* \right) \right\| \\
&+ \alpha_n \eta \| g_{x_n} - g_{u^*} \| + \alpha_n G_n + \alpha_n \| e_n \| + \| x_n - u \| \\
&\leq e_n + (1-\alpha_n)\|y_n - u^*\| + \alpha_n \left\| x_n - u^* - (px_n - pu^*) \right\| \\
&+ \alpha_n \left\| T\left( px_n \right) - T\left( pu^* \right) + \rho N\left( x_n, x_n \right) - N\left( u^*,u^* \right) \right\| \\
&+ \alpha_n \left\| f\left( x_n \right) - f\left( u^* \right) \right\| + \alpha_n \eta \| g_{x_n} - g_{u^*} \| + \alpha_n G_n + \alpha_n \| e_n \| + \| x_n - u \| \\
&\leq (1-\alpha_n)\|y_n - u^*\| + \alpha_n \left\| x_n - u^* - (px_n - pu^*) \right\| + \alpha_n \left\| T\left( px_n \right) - T\left( pu^* \right) + \rho N\left( x_n, x_n \right) - N\left( u^*,u^* \right) \right\| \\
&+ \alpha_n \rho \mu \| x_n - u^* \| + \alpha_n \eta \| g_{x_n} - g_{u^*} \| + \alpha_n G_n + \| e_n \| + \Delta_n + \left\| \left\| \| x_n \| \right\| + \| x_n \| \right\|.
\end{align*}
\]

where

\[
G_n = \left\| J_{T,\rho}^M(\cdot,\cdot) \left\{ T\left( pu^* \right) - \rho f\left( u^* \right) + \rho N\left( u^*,u^* \right) \right\} - J_{T,\rho}^M(\cdot,\cdot) \left\{ T\left( pu^* \right) - \rho f\left( u^* \right) + \rho N\left( u^*,u^* \right) \right\} \right\| \to 0.
\]
\[
\|y_{n+1} - u^*\| \leq (1 - \alpha_n) \|y_n - u^*\| + \alpha_n \|s_n\| + (\|u_n\| + \epsilon + \delta)
\]
(36)

Substituting (35) into (33), we have
\[
\|x_n - u^*\| \leq (1 - \beta_n) \|y_n - u^*\| + \beta_n \theta \|z_n - u^*\| + \beta_n (G_n + \|s_n\|)
\]
(38)

where
\[
\theta = Q + \frac{1}{\lambda} P \quad \text{and} \quad Q = (1 - q \alpha + C_q \beta^2)^{1/2} + \eta \sigma,
\]
and again
\[
P = (\delta^\alpha \beta^q - q \rho (\zeta + \omega) \gamma^q \sigma^q + 2 \gamma^q \sigma^q C_q (\tau^q + \xi^q))^{1/2} + \rho u.
\]
(37)

From (14), we know that \(0 < \theta < 1\). Similarly, we have
\[
\|y_n - u^*\| \leq (1 - \gamma_n) \|y_{n-1} - u^*\| + \gamma_n \theta \|y_{n-1} - u^*\| + \gamma_n (G_n + \|s_{n-1}\|)
\]
(39)

From (38) and (39), we get
\[
\|y_{n+1} - u^*\| \leq (1 - \alpha_n) \|y_n - u^*\| + \alpha_n \|s_n\| + (\|u_n\| + \epsilon + \delta) + (\|u_n\| + \epsilon + \delta)
\]
(40)

Let
\[
a_n = \|y_n - u^*\|, \quad c_n = \|u_n\| + \epsilon + \delta, \quad t_n = \alpha_n (1 - \theta)
\]
(42)

We can write (42) as follows:
\[
e_n \leq \|y_{n+1} - u^*\| + \alpha_n \|s_n\| + \|u_n\| + (1 - \alpha_n) \|y_n - u^*\| + \alpha_n \|s_{n-1}\| + \alpha_n (G_n + \|s_n\| + \epsilon + \delta) + (\|u_n\| + \epsilon + \delta)
\]
(43)

As in the proof of (36), we have
\[
\|y_{n+1} - u^*\| \leq (1 - \alpha_n) \|y_n - u^*\| + \alpha_n \|s_n\| + \|u_n\| + \alpha_n \|s_{n-1}\| + \alpha_n (G_n + \|s_n\| + \epsilon + \delta) + (\|u_n\| + \epsilon + \delta)
\]
(44)

It follows from (43) and (44) that
\[
e_n \leq \|y_{n+1} - u^*\| + \alpha_n \|s_n\| + \|u_n\| + (1 - \alpha_n) \|y_n - u^*\| + \alpha_n \|s_{n-1}\| + \alpha_n (G_n + \|s_n\| + \epsilon + \delta) + (\|u_n\| + \epsilon + \delta)
\]
(45)
This implies that \( \lim_{n \to \infty} \varepsilon_n = 0 \). This completes the proof.

**Theorem 3.2.** Let \( f, p, N \) and \( T \) be the same as in Theorem 3.1. Let \( \{ M^n \} \) and \( M \) be \( T \)-accretive mappings from \( E \) into the power set of \( E \) such that \( M^n \to M \).

Assume that there exists constant \( \rho > 0 \) such that (14) hold. Let \( \{ y_n \} \) be a sequence in \( E \) and define \( \{ \varepsilon_n \} \) as follows:

\[
\varepsilon_n = \left\| y_{n+1} - \left( (1-\alpha_n)y_n + \alpha_n \left[ x_n - px_n + J^{M^n}_{\rho} \{ T(px_n) - \rho f(x_n) + \rho N(x_n, x_n) \} \right] + e_n \alpha_n + l_n \right\|,
\]

\[
x_n = (1-\beta_n)y_n + \beta_n \left[ z_n - p z_n + J^{M^n}_{\rho} \{ T(p z_n) - \rho f(z_n) + \rho N(z_n, z_n) \} \right] + \beta_n r_n,
\]

\[
z_n = (1-\gamma_n)y_n + \gamma_n \left[ y_n - p y_n + J^{M^n}_{\rho} \{ T(p y_n) - \rho f(y_n) + \rho N(y_n, y_n) \} \right] + \gamma_n s_n,
\]

where \( \{ \alpha_n \}, \{ \beta_n \}, \{ \gamma_n \}, \{ e_n \}, \{ l_n \}, \{ s_n \} \) and \( \{ r_n \} \) are same in Algorithm 3.2, then

1) The sequence \( \{ y_n \} \) defined by Algorithm 3.2, converges strongly to unique solution \( u^* \) of the problem (3),

2) If \( \varepsilon_n = \varepsilon_n \Delta_n + \chi_n \) with \( \sum_{n=0}^{\infty} \chi_n < +\infty \) and

\[
\lim_{n \to \infty} \Delta_n = 0,
\]

then \( \lim_{n \to \infty} y_n = u^* \),

3) \( \lim_{n \to \infty} \varepsilon_n = u^* \) implies that \( \lim_{n \to \infty} \varepsilon_n = 0 \).

### 4. Conclusions

The objective of this paper is to establish existence and uniqueness results of generalized nonlinear implicit quasi variational inclusion problem in Banach spaces. We developed the \( T \)-resolvent operator with \( T \)-accretive mapping by using the concepts of Fang and Huang [11] and Peng [10] and proved that the problem (1) is equivalent to a fixed point problem. On the basis of fixed point formulation we suggested perturbed iterative algorithm with errors and by the theory of Hick and Harder [20] we proved the convergence and stability of iterative sequences generated by algorithms.

A further attention is required for the study of variational inclusions that might provide useful mathematical tools to deal with the problems arising in mathematical sciences.
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