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Abstract
In a polluted environment, considering the biological population infected with a kind of disease and hunted by human beings, we formulate a nonautonomous SIR population-epidemic model with time-varying impulsive release and general nonlinear incidence rate and investigate dynamical behaviors of the model. Under the reasonable assumptions, the sufficient conditions which guarantee the globally attractive of the disease-free periodic solution and the permanence of the infected fish are established, that is, the infected fish dies out if $R^* < 1$, whereas the disease persists if $R^* > 1$. To substantiate our theoretical results, extensive numerical simulations are performed for a hypothetical set of parameter values.
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1. Introduction
It is well known that Poyang Lake located in the middle and lower reaches of the Yangtze River is the current largest freshwater lake in China. Its wetland ecosystem has a significant impact on the change of China’s environment. The sufficient water resource and the superior natural environment nurture the abundant aquatic living resources of Poyang Lake. There are 136 kinds of fishes, 87 kinds of shells, 102 kinds of aquatic vascular...
plants and 266 kinds of identified plankton in Poyang Lake. The fishes in Poyang Lake take up 16.39% of the fresh water fish varieties in China, and 36.76% of the fish varieties of Yangtze River system. There are also first-level and second-level national protected precious rare aquatic animals such as white-flag dolphin, cowfish, chinese sturgeon, hilsa herring and so on in Poyang Lake, making it known as the treasury of fishery resources and the fish species genetic base with a significant position in the ecology system of the fish industry of Yangtze River reaches [1].

At present, the grand development of Poyang Lake ecological economy is under way in a large scale in province, which promotes the establishment of the ecological economy zone [2]. However, the rapid economic development of Poyang Lake will have a negative influence on the living circumstances of fishes in the area. For the past few years, with the rapid development of modern industry and agriculture, a great quantity of toxicant and contaminants enter into Poyang Lake wetland ecosystem one after another. In order to use and regulate toxic substances wisely, we must assess the risk of the populations exposed to toxicant. Therefore, it is very important to investigate the effects of toxicants on populations and to find a theoretical threshold value, which determines permanence or extinction of fish population or community.

In recent years, many scholars have been conducted to investigate the effect of toxicant emitted into the environment from industrial, agricultural and household sources on biological species [3]-[19] by using mathematical models. For instance, Wang and Ma [18] investigated a nonautonomous SIS epidemic model with toxicant influence. They showed the existence and global attractiveness of periodic solutions and obtained the threshold between extinction and weak persistence of the infected class. Liu and Duan [19] considering the biological population infected with some kinds of diseases and hunted by human beings, and they formulate two SI pollution-epidemic models with continuous and impulsive external effects, respectively, and investigate the dynamics of such systems. But these previous models have invariably assumed that the exogenous input of toxicant is continuous or emitted in regular pulses. However, in the real life, it is often the case that toxicant is emitted in irregular pulses. In this paper, according to the above biological background, we investigate a nonautonomous SIR population-epidemic model with time-varying impulsive release and general nonlinear incidence rate and study dynamical behaviors of the model.

The organization of this paper is as follows. In the next section, we give some useful notations, definitions and preliminary lemmas which will be used to proof our main results. In Section 3, we mainly investigate a nonautonomous mathematical model with general nonlinear incidence rate and time-varying impulsive release, under some assumptions and the biological interpretation. In Section 4, we show that global attractivity of the disease-free periodic solution is determined by the threshold parameter \( R^* \). In Section 5, we give another expression of threshold parameter \( R_* \), and show that if \( R_* > 1 \), the disease is permanent. In the last section, we give a brief discussion and some numerical simulation results which conform the theoretical conclusions.

2. Notations, Definitions and Preliminary Lemmas

In this section, we introduce some notations, definitions and state some lemmas which will be useful in the subsequent sections. Let \( C \) denote the space of all bounded continuous functions. Given \( f \in C \), we let

\[
\begin{align*}
 f^u &= \sup_{t \in [0, \omega]} f(t), \\
 f^l &= \inf_{t \in [0, \omega]} f(t).
\end{align*}
\]

If \( f \) is \( \omega \)-periodic, then the average value of \( f \) on a time interval \([0, \omega]\) can be defined as

\[
\bar{f} = \frac{1}{\omega} \int_0^\omega f(t) \, dt.
\]

Before demonstrating the global attractivity of disease-free periodic solution of system (7), we need to introduce an important lemma.

**Lemma 1.** (see [20]) Consider the following nonautonomous linear differential equation:

\[
\frac{dx(t)}{dt} = a(t) - b(t)x(t),
\]

where \( a(t) \) and \( b(t) \) are continuous and positive \( \omega \)-periodic functions. Then the system has a unique positive \( \omega \)-periodic solution \( x^*(t) \) which is globally asymptotically stable.
3. Model Formulation and Preliminary

First of all, the total freshwater fish is divided into three groups: Susceptible fish ($S$), Infected fish ($I$) and Removed fish ($R$). Motivated by the above works and these literatures [21]-[29], now we investigate the properties of fish’s dynamical behaviour of the model and human intervention in the polluted environment. The system is modeled by the following equations:

\[
\begin{align*}
\frac{dS(t)}{dt} &= \Lambda(t) - f(t, S, I) - d_i(t)S(t) - \alpha_i(t)C_o(t)S(t), \\
\frac{dI(t)}{dt} &= f(t, S, I) - d_i(t)I(t) - \alpha_i(t)C_o(t)I(t) - \mu(t)I(t), \\
\frac{dR(t)}{dt} &= \mu(t)I(t) - d_i(t)R(t) - \alpha_i(t)C_o(t)R(t), \\
\frac{dC_o(t)}{dt} &= k(t)C_E(t) - g(t)C_o(t) - m(t)C_o(t), \\
\frac{dC_E(t)}{dt} &= -h(t)C_E(t),
\end{align*}
\]

The model is derived with the following assumptions.

- $S(t)$, $I(t)$ and $R(t)$ represent the density of susceptible fish, infected fish and removed fish at time $t$, respectively. The initial conditions are $S(t_0) > 0$, $I(t_0) > 0$ and $R(t_0) > 0$.
- $S(t)$, $I(t)$ and $R(t)$ are left continuous for $[t_0, +\infty)$, that is, $S(t) = \lim_{h \to 0^+} S(t-h)$, $I(t) = \lim_{h \to 0^+} I(t-h)$ and $R(t) = \lim_{h \to 0^+} R(t-h)$.
- $\Lambda(t)$, $d_i(t)$ ($i = 1, 2, 3$) are the instantaneous recruitment rate, death rate at time $t$, respectively. $\alpha_i(t)$ ($i = 1, 2, 3$) is the dose response parameter of the susceptible, infected and removed populations.
- $C_o(t)$ and $C_E(t)$ represent the concentration of population in the organism and in the environment at time $t$, respectively. $k(t)$ represents the organisms net uptake of population from the environment. $-g(t)C_o(t)$ and $-m(t)C_o(t)$ represent the egestion and depuration rates of population in the organism, respectively. $-h(t)C_E(t)$ represents the loss of population in the environment due to natural degradation.
- The coefficients $\Lambda(t)$, $\mu(t)$, $k(t)$, $g(t)$, $m(t)$, $h(t)$, $\alpha_i(t)$ and $d_i(t)$ ($i = 1, 2, 3$) are assumed to be nonnegative, continuous and bounded $\omega$-periodic functions in the interval $[t_0, +\infty)$.
- There exists a positive integer $q$ such that $t_{kq} = t_0 + \omega$ for all $k \in \mathbb{N}$. The exogenous quantity of impulsive input of toxin into the environment is represented by $p_k$ at each fix time, and $p_k = p_{q \times k}$ for $k \in \mathbb{N}$.
- The general nonlinear incidence rate $f(t, S, I)$ is a piecewise continuous, nonnegative, periodic function with period $\omega$. The form of $f(t, S, I)$ is as follows:

\[
f(t, S, I) = \begin{cases} 
 f_i(t, S, I), & t \in (n\omega + t_i, n\omega + t_i), \\
 \vdots \\
 f_q(t, S, I), & t \in (n\omega + t_{q-1}, n\omega + t_q), 
\end{cases}
\]

for all integer $n \geq 0$, and $f_i(t, 0, I) = f_i(t, S, 0) = 0$, for $i = 1, 2, \cdots, q$. 
In the following, we give some basic properties of the following subsystem of model (1), which are very important for deriving our main results.

\[
\begin{align*}
\frac{dC_0(t)}{dt} &= k(t)C_0(t) - g(t)C_0(t) - m(t)C_0(t), \\
\frac{dC_k(t)}{dt} &= -h(t)C_k(t), \\
t &= t_k, k \in \mathbb{N}, \\
C_k(t_k^+ &= C_k(t_k) + p_k, \\
C_0(t_0^+) &= C_0(t_0),
\end{align*}
\]

(2)

where \(0 \leq C_0(t_0) \leq 1\), \(0 \leq C_k(t_0) \leq 1\).

**Lemma 2.** System (2) has a unique positive \(\omega\)-periodic solution \((C_0^*(t), C_k^*(t))\) which is globally asymptotically stable, where

\[
C_0^*(t) = \left[ C_0^* \exp\left( -\int_{t_0}^{t_0+\omega} h(s) \, ds \right) + \sum_{k=1}^{q} \exp\left( -\int_{t_0}^{t_0+\omega} h(s) \, ds \right) \right] \times \exp\left( -\int_{t=t_0+\omega}^{t} h(s) \, ds \right).
\]

(3)

\[
C_0^* = \frac{\sum_{k=1}^{q} p_k \exp\left( -\int_{t_0}^{t_0+\omega} h(s) \, ds \right) }{1 - \exp\left( -\int_{t_0}^{t_0+\omega} h(s) \, ds \right)}.
\]

(4)

for \(n\omega + t_{k-1} < t \leq n\omega + t_k\), \(k = 1, 2, \ldots, q\), \(k \in \mathbb{N}\).

**Proof.** Integrating and solving the first equation of system (2) between pulses for \(n\omega + t_{k-1} < t \leq n\omega + t_k\), \(k = 1, 2, \ldots, q\), \(k \in \mathbb{N}\),

\[
C_k(t) = C_k\left( (n\omega + t_{k-1})^+ \right) \exp\left( -\int_{t_{k-1}}^{t_{k-1}+\omega} h(s) \, ds \right).
\]

where

\[
C_k\left( (n\omega + t_{k-1})^+ \right) = C_k\left( (n\omega + t_{k-1})^+ \right) + p_k,
\]

and \(C_k\left( (n\omega + t_{k-1})^+ \right)\) be the initial value at time \(n\omega + t_{k-1}^+\).

It follows from above equation and using the third equation of system (2), we get

\[
C_k\left( (n\omega + t_k)^+ \right) = C_k\left( (n\omega + t_0)^+ \right) \exp\left( -\int_{t_0}^{t_0+\omega} h(s) \, ds \right) + p_1,
\]

and

\[
C_k\left( (n\omega + t_k)^+ \right) = C_k\left( (n\omega + t_0)^+ \right) \exp\left( -\int_{t_0}^{t_0+\omega} h(s) \, ds \right) + p_1 \exp\left( -\int_{t_0}^{t_0+\omega} h(s) \, ds \right) + p_2.
\]

Obviously, \(C_k\left( (n\omega + t_k)^+ \right) = C_k\left( (n\omega + t_0)^+ \right) \exp\left( -\int_{t_0}^{t_0+\omega} h(s) \, ds \right) + \sum_{k=1}^{q} p_k \exp\left( -\int_{t_0}^{t_0+\omega} h(s) \, ds \right).
\]

(5)

Set \(U_n = C_k\left( (n\omega + t_0)^+ \right)\). From (5) and \(t_q - t_0 = \omega\), we have

\[
U_{n+1} = U_n \exp\left( -\int_{t_0}^{t_0+\omega} h(s) \, ds \right) + \sum_{k=1}^{q} p_k \exp\left( -\int_{t_0}^{t_0+\omega} h(s) \, ds \right) \neq f(U_n).
\]

(6)

\(f\) is the stroboscopic map. It is easy to see that system (6) has a unique positive equilibrium:

\[
C_0^* = \frac{\sum_{k=1}^{q} p_k \exp\left( -\int_{t_0}^{t_0+\omega} h(s) \, ds \right) }{1 - \exp\left( -\int_{t_0}^{t_0+\omega} h(s) \, ds \right)}.
\]
Since \( f(U_n) \) is a straight line with slope less than 1, we obtain that \( C_{t_{01}}^* \) is globally asymptotically stable. It implies that the corresponding periodic solution of system (2) \( \{C^*_0(t), C^*_1(t)\} \) is globally asymptotically stable. Furthermore, according to Lemma 1, we can obtain that the system (2) has a unique positive \( \omega \) -periodic solution \( \{C^*_0(t), C^*_1(t)\} \) which is globally asymptotically stable. Therefore, the limit system of (1) is as follows:

\[
\begin{align*}
\frac{dS(t)}{dt} &= \Lambda(t) - f(t, S, I) - \alpha_1(t)C^*_0(t)S(t), \\
\frac{dI(t)}{dt} &= f(t, S, I) - d_2(t)I(t) - \alpha_2(t)C^*_0(t)I(t) - \mu(t)I(t), \\
\frac{dR(t)}{dt} &= \mu(t)I(t) - d_2(t)R(t) - \alpha_3(t)C^*_0(t)R(t).
\end{align*}
\]

(7)

By Lemma 1, it is easy to see that system (7) has a unique disease-free periodic solution \( \{S^*(t), 0, 0\} \).

4. Global Attractivity of the Disease-Free Periodic Solution

To discuss the attractivity of the disease-free periodic solution of system (7), we firstly give the following hypothesis:

(A) There exist positive, continuous, periodic functions \( \beta_i(t) \) with period \( \omega \), such that \( f_i(t, S, I) \leq \beta_i(t)S(t)I(t) \), for all \( i = 1, 2, \cdots, q \), and \( t \geq t_0 \).

**Theorem 1.** If \( R^* < 1 \) and system (7) satisfies the Hypothesis (A), then the disease-free solution \( \{S^*(t), 0, 0\} \) is globally attractive, where

\[
R^* = \frac{\sum_{i=1}^q \int_{t_0}^{t_0+\omega} \beta_i(t)S^*(t) dt}{\sum_{i=1}^q \int_{t_0}^{t_0+\omega} [d_2(t) + \alpha_2(t)C^*_0(t) + \mu(t)] dt}.
\]

(8)

**Proof.** Let \( \{S(t), I(t), R(t)\} \) be any solution of system (7). Since \( R^* < 1 \), we can choose a sufficiently small number \( \varepsilon_i > 0 \) such that

\[
\Omega_i = \exp\left[\sum_{i=1}^q \int_{t_0}^{t_0+\omega} \beta_i(t)(S^*(t) + \varepsilon_i) dt - \sum_{i=1}^q \int_{t_0}^{t_0+\omega} [d_2(t) + \alpha_2(t)C^*_0(t) + \mu(t)] dt\right] < 1.
\]

From the second equation of system (7), we obtain that

\[
\frac{dS(t)}{dt} \leq \Lambda(t) - d_1(t)S(t) - \alpha_1(t)C^*_0(t)S(t).
\]

By the comparison theorem, we can get that there exists a constant \( t^* > t_0 \) such that

\[
S(t) < S^*(t) + \varepsilon_i, \quad \text{for all} \quad t \geq t^*.
\]

(9)

It follows from (9) and the second equation of system (7) that, for \( t \in (n\omega + t_{i-1}, n\omega + t_i) \) (\( i = 1, 2, \cdots, q \)) and \( t \geq t^* \),

\[
\frac{dI(t)}{dt} \leq f_i(t, S, I) - d_2(t)I(t) - \alpha_2(t)C^*_0(t)I(t) - \mu(t)I(t) \\
\leq \beta_i(t)S(t)I(t) - d_2(t)I(t) - \alpha_2(t)C^*_0(t)I(t) - \mu(t)I(t) \\
\leq \left[\beta_i(t)(S^*(t) + \varepsilon_i) - (d_2(t) + \alpha_2(t)C^*_0(t) + \mu(t))\right]I(t).
\]

Then, we obtain that

\[
I(t) \leq I(n\omega + t_{i-1}) \exp\left[\int_{n\omega + t_{i-1}}^{t} \left[\beta_i(t)(S^*(t) + \varepsilon_i) - (d_2(t) + \alpha_2(t)C^*_0(t) + \mu(t))\right] dt\right].
\]

(10)
By using the similar method, we can infer that for \( t \in (\omega + t_{i+1}, \omega + t_j] \)
\[
I(t) \leq I(n\omega + t_0) \times \exp \left[ \int_{\omega + t_0}^{\omega + t_j} \beta_i(t) \left( S'(t) + \epsilon_i \right) dt + \cdots + \int_{\omega + t_{i+1}}^{\omega + t_j} \beta_i(t) \left( S'(t) + \epsilon_i \right) dt \right] 
\times \exp \left[ \int_{\omega + t_{i+1}}^{\omega + t_0} \left\{ - \left( d_2(t) + \alpha_2(t) C_0(t) + \mu(t) \right) \right\} dt \right] \times \cdots
\times \exp \left[ \int_{\omega + t_{i+1}}^{\omega + t_0} \left\{ - \left( d_2(t) + \alpha_2(t) C_0(t) + \mu(t) \right) \right\} dt \right]
= I(n\omega + t_j) \times \exp \left[ \sum_{j=1}^{i+1} \int_{\omega + t_{j+1}}^{\omega + t_j} \beta_i(t) \left( S'(t) + \epsilon_i \right) dt \right]
\times \exp \left[ \sum_{j=1}^{i+1} \int_{\omega + t_{j+1}}^{\omega + t_j} \left\{ - \left( d_2(t) + \alpha_2(t) C_0(t) + \mu(t) \right) \right\} dt \right].
\]
Especially, when \( t = (n+1)\omega + t_0 \), we have
\[
I((n+1)\omega + t_0) = I(n\omega + t_j)
\leq I(n\omega + t_0) \times \exp \left[ \sum_{j=1}^{i+1} \int_{\omega + t_{j+1}}^{\omega + t_j} \beta_i(t) \left( S'(t) + \epsilon_i \right) dt \right]
\times \exp \left[ \sum_{j=1}^{i+1} \int_{\omega + t_{j+1}}^{\omega + t_j} \left\{ - \left( d_2(t) + \alpha_2(t) C_0(t) + \mu(t) \right) \right\} dt \right]
= \Omega_i I(n\omega + t_0).
\]
Therefore, we have \( I((n+l_i)\omega + t_0) \leq \Omega_i I(n\omega + t_0) \) for any positive integer \( l_i \). It follows from (9) that
\[
I((n+l_i)\omega + t_0) \rightarrow 0, \quad \text{as} \quad l_i \rightarrow +\infty.
\]
(11)
From the (10) and (11), we get
\[
\lim_{t \rightarrow +\infty} I(t) = 0.
\]
(12)
Therefore, for above mentioned \( \epsilon_i \), there exist \( t^2 \left( > t^1 \right) \), we have
\[
I(t) < \epsilon_i,
\]
(13)
for all \( t > t^2 \). From the first and third equation of system (6) and (12), we have for \( t > t^2 \),
\[
\frac{dR(t)}{dt} = \mu(t)I(t) - d_3(t)R(t) - \alpha_3(t)C_0(t)R(t)
\geq - \left( d_3(t)R(t) + \alpha_3(t)C_0(t) \right) R(t),
\]
and
\[
\frac{dR(t)}{dt} = \mu(t)I(t) - d_3(t)R(t) - \alpha_3(t)C_0(t)R(t)
\leq \mu(t)\epsilon_i - \left( d_3(t)R(t) + \alpha_3(t)C_0(t) \right) R(t),
\]
where \( \epsilon_i \) is a sufficiently small number. Thus, we get
\[
\lim_{t \rightarrow +\infty} R(t) = 0.
\]
(14)
By using the similar method, we can see that
\[
\frac{dS(t)}{dt} = \Lambda(t) - f_1(t,S,I) - d_1(t)S(t) - \alpha_1(t)C_0(t)S(t)
\leq \Lambda(t) - \left( d_1(t)S(t) + \alpha_1(t)C_0(t) \right) S(t),
\]

and
\[
\frac{dS(t)}{dt} = \Lambda(t) - f_i(t, S, I) - d_i(t) S(t) - \alpha_i(t) C_0(t) S(t) \\
\geq \Lambda(t) - \left( \beta_i(t) I(t) + d_i(t) S(t) + \alpha_i(t) C_0^*(t) \right) S(t),
\]
where \( \varepsilon_i \) is an arbitrary small. Therefore, we also obtain that
\[
\lim_{t \to +\infty} \left( S(t) - S^*(t) \right) = 0. 
\tag{15}
\]

From (14) and (15), we can see that the disease-free periodic solution \((S^*(t), 0, 0)\) is global attractive.

5. Permanence of the Disease

In this section, we mainly obtain the sufficient conditions for the permanence of system (7). Therefore, we give the following hypotheses at first.

(B) There exist positive, continuous, periodic functions \( \gamma_i(t) \) with the periodic \( \omega \), such that \( f_i(t, S, I) \geq \gamma_i(t) S(t) I(t) \) for \( i = 1, 2, \ldots, q \) and \( t \geq t_0 \). Denote \( S^\omega(t) \) be the solution of the following system:
\[
\frac{dZ(t)}{dt} = \Lambda(t) - \left( \beta_i(t) \eta + d_i(t) + \alpha_i(t) C_0^*(t) \right) Z(t).
\]

According to Lemma 1, we can obtain that the system has a unique positive \( \omega \)-periodic solution \( S^\omega(t) \) which is globally asymptotically stable.

**Theorem 2.** If \( R > 1 \) and system (7) satisfies the Hypotheses (A) and (B), then system (7) is permanent, where
\[
R_* = \frac{\sum_{i=1}^{q} \gamma_i(t) S^\omega(t) \, dt}{\sum_{i=1}^{q} \left[ d_i(t) + \alpha_i(t) C_0^*(t) + \mu(t) \right] \, dt}.
\tag{16}
\]

**Proof.** Since \( R > 1 \), we can easily see that there exists a sufficiently small \( \eta > 0 \) such that
\[
\Omega^* \triangleq \exp \left[ \sum_{i=1}^{q} \gamma_i(t) \left( S^\omega(t) - \eta \right) \, dt - \sum_{i=1}^{q} \left[ d_i(t) + \alpha_i(t) C_0^*(t) + \mu(t) \right] \, dt \right] > 1.
\]

In order to illustrate the conclusion, we firstly obtain the disease is uniformly weakly persistent, that is, there exists a positive constant \( \sigma > 0 \), such that \( \limsup_{t \to +\infty} I(t) \geq \sigma \). By contradiction, we have that, for all given \( \eta > 0 \), there exists a \( t^* > 0 \) such that \( I(t^*) < \eta \) for all \( t > t^* \).

In view of the Hypothesis (A) and the first equation of system (7), we get
\[
\frac{dS(t)}{dt} = \Lambda(t) - f_i(t, S, I) - d_i(t) S(t) - \alpha_i(t) C_0^*(t) S(t) \\
\geq \Lambda(t) - \left( \beta_i(t) I(t) + d_i(t) + \alpha_i(t) C_0^*(t) \right) S(t) \\
\geq \Lambda(t) - \left( \beta_i(t) \eta + d_i(t) + \alpha_i(t) C_0^*(t) \right) S(t). \]

By comparison theorem, we have \( S(t) \geq Z(t) \) and \( Z(t) \to S^\omega(t) \) as \( t \to +\infty \), where \( Z(t) \) is the solution of the following comparison system:
\[
\frac{dZ(t)}{dt} = \Lambda(t) - \left( \beta_i(t) \eta + d_i(t) + \alpha_i(t) C_0^*(t) \right) Z(t).
\]

Therefore, for above mentioned \( \eta \), there exists a \( n^* > 0 \), such that
\[
S(t) \geq Z(t) \geq S^\omega(t) - \eta, \tag{17}
\]
for all \( t > n^* \omega + t^* \).

For above mentioned \( n^* \omega + t^* \), we have know that there exists a positive integer \( n_1 \) such that \( n_1 \omega > n^* \omega + t^* \).
Then for all \( n\omega + t_{i-1} < t < n\omega + t_i \) \( (n \geq n_i, i = 1, 2, \cdots, q) \), by (17) and the second equation of system (6), we have

\[
\frac{df}{dt} = f_i(t, S(t), I(t)) - d_z(t)I(t) - \alpha_z(t)C_0^z(t)I(t) - \mu(t)I(t)
\]

\[
\geq \gamma_i(t)S(t)I(t) - d_z(t)I(t) - \alpha_z(t)C_0^z(t)I(t) - \mu(t)I(t)
\]

\[
\geq \left[ \gamma_i(t)(S^{*}(t) - \eta) - (d_z(t) + \alpha_z(t)C_0^z(t) + \mu(t)) \right] I(t).
\]

Then we obtain that

\[
I(t) \geq I(n\omega + t_0) \times \exp \left[ \int_{n\omega + t_0}^{t} \gamma_i(\tau) \left( S^{*}(\tau) - \eta \right) d\tau \right]
\]

\[
\times \exp \left[ \int_{n\omega + t_0}^{t} -\left( d_z(\tau) + \alpha_z(\tau)C_0^z(\tau) + \mu(\tau) \right) d\tau \right].
\]

By using the similar method, we can get that for \( t \in (n\omega + t_{i-1}, n\omega + t_i) \)

\[
I(t) \geq I(n\omega + t_0) \times \exp \left[ \int_{n\omega + t_0}^{t} \gamma_i(\tau) \left( S^{*}(\tau) - \eta \right) d\tau \right]
\]

\[
\times \exp \left[ \int_{n\omega + t_0}^{t} -\left( d_z(\tau) + \alpha_z(\tau)C_0^z(\tau) + \mu(\tau) \right) d\tau \right] \times \cdots
\]

\[
\times \exp \left[ \int_{n\omega + t_0}^{t} -\left( d_z(\tau) + \alpha_z(\tau)C_0^z(\tau) + \mu(\tau) \right) d\tau \right].
\]

Furthermore, when \( t = (n+1)\omega + t_0 \), we have

\[
I((n+1)\omega + t_0) = I(n\omega + t_q)
\]

\[
\geq I(n\omega + t_0) \exp \left[ \sum_{i=1}^{q} \int_{n\omega + t_{i-1}}^{t_i} \gamma_i(\tau) \left( S^{*}(\tau) - \eta \right) d\tau \right]
\]

\[
\times \exp \left[ \sum_{i=1}^{q} \int_{n\omega + t_{i-1}}^{t_i} -\left( d_z(\tau) + \alpha_z(\tau)C_0^z(\tau) + \mu(\tau) \right) d\tau \right]
\]

\[
= \Omega_{l} I(n\omega + t_0).
\]

Therefore, for any positive integer \( l \), we have \( I((n+l)\omega + t_0) \geq \Omega_{l} I(n\omega + t_0) \). It follows from (18) that

\[
I((n+l)\omega + t_0) \geq \Omega_{l} I(n\omega + t_0) \rightarrow \infty, \quad \text{as} \quad l \rightarrow \infty.
\]

From above, we obtain that \( \lim I(t) = \infty \), which is a contradiction to \( 0 < I(t) < \eta \). Thus the claim is proved, that is, there exists a \( \sigma > 0 \) such that \( \limsup_{t \rightarrow \infty} I(t) \geq \sigma \).

Therefore, the claim is proved.

By the claim, we are left to consider the following two possibilities:

**Case 1.** \( I(t) > \sigma \) for \( t \) large enough;

**Case 2.** \( \Omega_{l} \) oscillates about \( \sigma \) for \( t \) large enough.

Define \( \phi = \min \left\{ \frac{\sigma}{2}, \phi^* \right\} \) and \( \phi^* \triangleq \sigma \exp \left[ -\omega \left( d_z^M + \alpha_z^M C_0^z + \mu^M \right) \right] \). We hope to show that \( I(t) \geq \phi^* \) for \( t \) large enough. The conclusion is evident in the first case. For the second case, let \( \xi > 0 \) and \( \xi > 0 \) satisfy

\[
I(t^*) = I(t^* + \xi) = \sigma,
\]

and \( I(t) < \sigma \) for \( t^* < t < t^* + \xi \), where \( t^* \) is large enough, such that

\[
S(t) \geq \frac{\Lambda_L}{\beta^* \eta + d_z^M + \alpha_z^M C_0^z - \sigma},
\]

for \( t^* < t < t^* + \xi \). \( I(t) \) is uniformly continuous. Hence, there is a \( \lambda \) \( (0 < \lambda < \omega) \), and \( \lambda \) is independent of...
the choice of \( t' \) such that \( I(t) > \frac{\sigma}{2} \) for \( t' < t < t' + \lambda \). If \( \xi < \lambda \), there is nothing to prove. Let us consider the case \( \lambda < \xi \), there are two possible cases for \( \xi \).

(1) If \( \lambda < \xi \leq \omega \), then from system (7), we have

\[
\frac{dI(t)}{dt} = f(t, S, I) - d_z(t)I(t) - \alpha_z(t)C_0(t)I(t) - \mu(t)I(t)
\geq \left[ -\left( d_z^M + \alpha_z^M C_0^M + \mu^M \right) \right] I(t).
\]

It follows from (19) and \( I(t') = \sigma \), we get

\[
I(t) \geq I(t') \exp \left[ -\left( d_z^M + \alpha_z^M C_0^M + \mu^M \right) \left( t - t' \right) \right] 
\geq \sigma \exp \left[ -\left( d_z^M + \alpha_z^M C_0^M + \mu^M \right) \left( t' + \lambda - t' \right) \right] 
\geq \sigma \exp \left[ -\left( d_z^M + \alpha_z^M C_0^M + \mu^M \right) \omega \right].
\]

Let \( \phi' \equiv \sigma \exp \left[ -\left( d_z^M + \alpha_z^M C_0^M + \mu^M \right) \omega \right] \), then \( I(t) \geq \phi' \) for all \( t \in \left[ t', t' + \lambda \right] \).

(2) If \( \xi > \omega \), then from the discussion in subcase (1), we have \( I(t) \geq \phi \) for all \( t \in \left[ t', t' + \omega \right] \). Next, we show that \( I(t) \geq \phi \) for all \( t \in \left( t' + \omega, t' + \xi \right) \). Otherwise, there exists a constant \( \tau'' > 0 \) such that

\[
I(t) \geq \phi, \quad \text{for all} \quad t \in \left( t', t' + \tau'' + \omega \right),
\]

\[
I(t') = \phi, \quad \text{for} \quad 0 < t - \left( t' + \tau'' + \omega \right) < 1.
\]

On the other hand, similar to discussion in subcase (1), it is easy to know that we can choose a proper \( \psi > 0 \), such that

\[
I(t') \geq \psi I(t') \exp \left[ -\left( d_z^M + \alpha_z^M C_0^M + \mu^M \right) \left( t' + \tau'' + \omega - t' \right) \right] > \phi.
\]

Since \( \exp \left[ -\left( d_z^M + \alpha_z^M C_0^M + \mu^M \right) \right] \) is a continuous function, that is

\[
\psi I(t') \exp \left[ -\left( d_z^M + \alpha_z^M C_0^M + \mu^M \right) \right] > \phi,
\]

for \( 0 < t < 1 \) hold. Then for \( 0 < t - \left( t' + \tau'' + \omega \right) < 1 \), we have

\[
I(t) \geq I(t' + \tau'' + \omega) \exp \left[ -\left( d_z^M + \alpha_z^M C_0^M + \mu^M \right) \left( t - \left( t' + \tau'' + \omega \right) \right) \right]
\geq \psi I(t') \exp \left[ -\left( d_z^M + \alpha_z^M C_0^M + \mu^M \right) \left( \tau'' + \omega \right) \right]
\times \exp \left[ -\left( d_z^M + \alpha_z^M C_0^M + \mu^M \right) \left( t - \left( t' + \tau'' + \omega \right) \right) \right]
\geq \psi I(t') \exp \left[ -\left( d_z^M + \alpha_z^M C_0^M + \mu^M \right) \left( t - t' \right) \right]
\geq \phi.
\]

Then, \( I(t) \geq \phi \), for \( 0 < t - \left( t' + \tau'' + \omega \right) < 1 \), which is a contraction. Therefore, \( I(t) \geq \phi \) for \( t \in \left[ t', t' + \xi \right] \).

Since this kind of interval \( \left[ t', t' + \xi \right] \) is chosen in an arbitrary way (we only need \( t' \) to be large enough).

Thus, we see that \( I(t) \geq \phi \) for any \( t \in \left[ t', t' + \xi \right] \). We conclude that \( I(t) \geq \phi \) for \( t \) large enough.

According to our above discussion, the choice of \( \phi \) is independent of the positive solution of system (7), and we have proved that any solution of system (7) satisfies \( I(t) \geq \phi \) for sufficiently large \( t \), that is,

\[
\liminf_{t \to +\infty} I(t) \geq \phi.
\]

It is easy to obtain that, there exist positive constants \( S' \) such that \( \liminf_{t \to +\infty} S(t) \geq S' \). Therefore, system (7) is permanent.
6. Numerical Simulation and Conclusion

In this paper, we have constructed an impulsive equation to model the process of periodic release of toxicant at time-varying and studied the effect of toxicant on the fish population. From a biological point of view, the most interesting results are the following. On the basis of Theorems 1 and 2, we can see that $R^*$ and $R_0$ are the threshold condition under the species and become permanent or not. Under the reasonable assumptions, we have showed that if $R < 1$, the infected fish population dies out, and the disease-free periodic solution is globally asymptotically attractive. That is, if $R > 1$ and the Hypotheses (A) and (B) hold, the infected fish population persists.

In the following, we will give some numerical simulations to illustrate the usefulness of the results and study the impact of impulsive release strength on the basic reproductive number. Numerical values of parameters of system (1) are given in Table 1. For the simulations that follows, we apply this set of parameters unless otherwise stated.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Lambda(t)$</td>
<td>100</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$d_1(t)$</td>
<td>1</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$\alpha_1(t)$</td>
<td>$1.5 + 0.3\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$d_2(t)$</td>
<td>1</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$\alpha_2(t)$</td>
<td>$2.5 + 0.5\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$\mu(t)$</td>
<td>2</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$d_3(t)$</td>
<td>1</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$\alpha_3(t)$</td>
<td>$1.5 + 0.3\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$k(t)$</td>
<td>$2 + 0.4\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$g(t)$</td>
<td>$1.5 + 0.3\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$m(t)$</td>
<td>$1.2 + 0.25\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$h(t)$</td>
<td>$0.2 + 0.03\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$\beta_1(t)$</td>
<td>$0.08 + 0.03\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$\beta_2(t)$</td>
<td>$0.04 + 0.02\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$\beta_3(t)$</td>
<td>$0.17 + 0.05\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$\beta_4(t)$</td>
<td>$0.08 + 0.05\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$\gamma_1(t)$</td>
<td>$0.1 + 0.01\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$\gamma_2(t)$</td>
<td>$0.05 + 0.02\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$\gamma_3(t)$</td>
<td>$0.1 + 0.01\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$\gamma_4(t)$</td>
<td>$0.15 + 0.05\sin \frac{\pi t}{6}$</td>
<td>month$^{-1}$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>12</td>
<td>month</td>
</tr>
</tbody>
</table>
Figure 1. This figure shows that moment paths of susceptible fish ($S$) and infected fish ($I$) as functions of time $t$. $R = 0.9455 < 1$. The infected fish will die out.

Figure 2. This figure shows that moment paths of susceptible fish ($S$) and infected fish ($I$) as functions of time $t$. $R = 1.1133 > 1$. The infected fish is uniformly persistent.

We let $q = 4$, $t_0 = 0$, $t_1 = 3$, $t_2 = 5$, $t_3 = 7$, $t_4 = 10$, $(p_1, p_2, p_3, p_4) = (0.5, 0.5, 0.5, 0.5)$ and $(\beta_1(t), \beta_2(t), \beta_3(t), \beta_4(t))$ (see Table 1), then $R = 0.9455$. According to Theorem 1, we know that the disease will disappear. From Figure 1, we can also observe the disease will die out. If we choose $q = 4$, $t_0 = 0$, $t_1 = 3$, $t_2 = 5$, $t_3 = 7$, $t_4 = 10$, $(p_1, p_2, p_3, p_4) = (0.5, 0.5, 0.5, 0.5)$ and $(\gamma_1(t), \gamma_2(t), \gamma_3(t), \gamma_4(t))$ (see Table 1), then $R = 1.1133$. According to Theorem 2, we get that the disease will be permanent (see Figure 2). Our results cannot solve the basic reproduction number of system (8). This, of course, shows that our results have a lot of room to improve.
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