Numerical Solution of System of Fractional Delay Differential Equations Using Polynomial Spline Functions
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Abstract

The aim of this paper is to approximate the solution of system of fractional delay differential equations. Our technique relies on the use of suitable spline functions of polynomial form. We introduce the description of the proposed approximation method. The error analysis and stability of the method are theoretically investigated. Numerical example is given to illustrate the applicability, accuracy and stability of the proposed method.
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1. Introduction

Recently, the use of various types of spline function in the numerical treatment of ordinary differential equations [1]-[5] and delay differential equations [6]-[11] has been increasing. Many interesting applications in the area of mathematical biology, mathematical model of numerous engineering and physical phenomena have been studied [12] [13]. The fractional differential equation of the form

\[ y^{(\alpha)}(x) = f(x, y(x)), \quad y(0) = y_0 \]  

is studied by Kia Dithelm and N. J. Ford [14]. In [15] [16], the Adams-Bashforth-Moulton method is used to approximate solutions of the initial value problem (1). An alternative is the backward differentiation formula presented in [17] where the idea of this method is based on discretizing the differential operator in the fractional

differential Equation (1) by certain finite difference. Extrapolation principles in [7] are applied to improve the performance of the method presented in [17]. Kia Dithelm in [18] studied that a fast algorithm for the numerical solution of initial value problems of the form (1) in the sense of Caputo identifies and discusses potential problems in the development of generally applicable schemes. More recently, Lagrange multiplier method and the homotopy perturbation method are used to solve numerically multi-order fractional differential equation see [19]. Micul [20] considered the problem

\[ y'(x) = f_1(x,y,z), \quad y(x_0) = y_0, \]
\[ z'(x) = f_2(x,y,z), \quad z(x_0) = z_0, \]

where \( f_1, f_2 \in C'[0,1] \times R \times R \), \( (x,y,z) \in [0,1] \times R \times R \). They assume that the functions \( f_1^{(i)}, i = 1, 2 \) and \( q = 0,1,2,\ldots,r \) satisfy the Lipschitz condition of the form:

\[ |f_1^{(i)}(x,y_1,z_1) - f_1^{(i)}(x,y_2,z_2)| \leq L_i |y_1 - z_1| + |y_2 - z_2|, \]

with constant \( L_i \) for all \( (x,y_1,z_1) \in [a,b] \times R \times R \).

An extension of the spline functions form defined in [19] for approximating the solution of system of ordinary differential equations is investigated, namely, for the system (2) with unique solution \( y = y(x), \quad z = z(x) \) is considered. The spline functions \( S_k(x) \) and \( S_k(x) \) to approximate \( y = y(x), \quad z = z(x) \) are defined in polynomial form as:

\[ S_k(x) = S_k(x) = S_{k+1}(x_k) + \sum_{i=0}^{r} f_1^{(i)}(x_k, S_{k+1}(x_k), \tilde{S}_{k+1}(x_k)) \cdot \left( \frac{x - x_k}{i+1} \right)^{i+1}, \]
\[ \tilde{S}_k(x) = \tilde{S}_k(x) = \tilde{S}_{k+1}(x_k) + \sum_{i=0}^{r} f_2^{(i)}(x_k, S_{k+1}(x_k), \tilde{S}_{k+1}(x_k)) \cdot \left( \frac{x - x_k}{i+1} \right)^{i+1}, \]

for \( x \in [x_k, x_{k+1}], \quad k = 0,1,\ldots,n-1 \), \( S_{-1}(x_0) = y_0, \quad \tilde{S}_{-1}(x_0) = z_0 \).

Ramadan, M. A. obtained in [15] the solution of the first order delay differential equation of the form:

\[ y'(x) = f(x,y(x),g(x)), \quad a \leq x \leq b, \]
\[ y(a) = y_0, \quad y(x) = \Phi(x), x \in [a', a], \quad a' < 0, a' = \inf \{ g(x) : x \in [a,b] \}, \]

using the spline function of the polynomial form which defined as:

\[ S_{k}(x) = S_k(x) = S_{k+1}(x_k) + \sum_{i=0}^{r} M_k^{(i)}(x_k, S_{k+1}(x_k), \tilde{S}_{k+1}(x_k)) \cdot \left( \frac{x - x_k}{i+1} \right)^{i+1}, \]

where \( M_k^{(i)} = f^{(i)}(x_k, S_{k+1}(x_k), \tilde{S}_{k+1}(x_k)) \), with \( S_{-1}(x_0) = y_0, S_{-1}(x_0) = \Phi(g(x_0)) \).

Ramadan, Z. in [21] discussed the system of the initial value problem

\[ y''(x) = f_1(x,y,y',z,z'), \quad y'(x_0) = y_0^{(i)}, \]
\[ z''(x) = f_2(x,y,y',z,z'), \quad z'(x_0) = z_0^{(i)}, \]

where \( f_1, f_2 \in C'([0,1] \times R^4), i = 0,1,2 \) his method was presented which uses polynomial spline to approximate the solutions of the system.

2. Description of the Proposed Spline Approximation Method

Consider the system of first order delay differential equations:

\[ y^{(i)}(x) = f_1(x,y(x),z(x),g(x)), \quad a \leq x \leq b, \]
\[ z^{(i)}(x) = f_2(x,y(x),z(x),g(x)), \]
\[ y(x_0) = y_0, \quad z(x_0) = z_0, \]
\[ y(x) = \Phi_1(x), \quad z(x) = \Phi_2(x), \quad \Phi(x) \in [a', a], \quad a' = \inf \{ g(x) : x \in [a,b] \}. \]
The function $g$ is called the delay function and it is assumed to be continuous on the interval $[a, b]$ and to satisfy the inequality $a^* \leq g(x) \leq x$, $x \in [a, b]$ and $\Phi_1, \Phi_2 \in C[a^*, a]$.

Suppose that $f: [a, b] \times R^3 \to R$ is continuous and satisfies Lipschitz condition

$$\left| f_i^{(a)}(x, y_i, z_i, u_i) - f_i^{(a)}(x, y_j, z_j, u_j) \right| \leq L_i \left( |y_i - y_j| + |z_i - z_j| + |u_i - u_j| \right)$$

and there exists a constant $B_1$ such that

$$|u_i - u_j| \leq B_1 \left| f_i^{(a)}(x, y_i, z_i, u_i) - f_i^{(a)}(x, y_j, z_j, u_j) \right|,$$

with $L_i B_1 < 1, \forall (x, y_i, z_i, u_i), (x, y_j, z_j, u_j) \in [a, b] \times R^3, u_i = y_i \left( g(x) \right)$.

Suppose also that $f_2: [a, b] \times R^3 \to R$ is continuous and satisfies the Lipschitz condition:

$$\left| f_2^{(a)}(x, y_i, z_i, v_i) - f_2^{(a)}(x, y_j, z_j, v_j) \right| \leq L_2 \left( |y_i - y_j| + |z_i - z_j| + |v_i - v_j| \right)$$

and there exists a constant $B_2$ such that

$$|v_i - v_j| \leq B_2 \left| f_2^{(a)}(x, y_i, z_i, v_i) - f_2^{(a)}(x, y_j, z_j, v_j) \right|,$$

with $L_2 B_2 < 1, \forall (x, y_i, z_i, v_i), (x, y_j, z_j, v_j) \in [a, b] \times R^3, v_i = z \left( g(x) \right)$.

These conditions assure the existence of unique solution $y$ and $z$ of system (4).

Let $\Delta$ be a uniform partition to the interval $[a, b]$ defined by the nodes

$$\Delta: a = x_0 < x_1 < \cdots < x_k < x_{k+1} < \cdots < x_n = b, x_k = x_0 + kh, h = \frac{b-a}{n}$$

and $k = 0, 1, \cdots, n - 1$.

Define the new form of system of fractional spline function $S(x)$ and $\tilde{S}(x)$ of polynomial form approximating the exact solution $y$ and $z$ by:

$$S_k(x) = S_{k-1}(x_k) + \sum_{j=0}^{r} M_{k}^{(a)} \frac{(x-x_j)^{(i+1)a}}{\Gamma((i+1)\alpha+1)},$$

$$\tilde{S}_k(x) = \tilde{S}_{k-1}(x_k) + \sum_{j=0}^{r} \tilde{M}_{k}^{(a)} \frac{(x-x_j)^{(i+1)a}}{\Gamma((i+1)\alpha+1)}$$

where

$$M_{k}^{(a)} = f_1^{(a)}(x, S_{k-1}(x_k), \tilde{S}_{k-1}(x_k), S_{k-1}(g(x_k))),$$

$$\tilde{M}_{k}^{(a)} = f_2^{(a)}(x, S_{k-1}(x_k), \tilde{S}_{k-1}(x_k), \tilde{S}_{k-1}(g(x_k))),$$

with

$$S_{-1}(x_0) = y_0, \tilde{S}_{-1}(x_0) = z_0, S_{-1}(g(x_0)) = \Phi_1(g(x_0)), \tilde{S}_{-1}(g(x_0)) = \Phi_2(g(x_0)).$$

Such that $S_k(x)$ and $\tilde{S}_k(x)$ exist and are unique.

3. Error Estimation and Convergence Analysis

To estimate the error of the approximate solution, we write the exact solution $y(x)$ and $z(x)$ in the following Taylor form [11]:

$$y(x) = \sum_{i=0}^{r} y_i^{(a)} \frac{(x-x_i)^{ia}}{\Gamma(i\alpha+1)} + y^{(r+1)a}(\zeta) \frac{(x-x_r)^{(r+1)a}}{\Gamma((r+1)\alpha+1)}$$

$$z(x) = \sum_{i=0}^{r} z_i^{(a)} \frac{(x-x_i)^{ia}}{\Gamma(i\alpha+1)} + z^{(r+1)a}(\zeta) \frac{(x-x_r)^{(r+1)a}}{\Gamma((r+1)\alpha+1)}$$

where $\zeta \in (x_k, x_{k+1})$, $y_k = y(x_k)$ and $z_k = z(x_k)$. 
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Moreover, we denote to the estimated error of \( y(x) \) and \( z(x) \) at any point \( x \in [a, b] \) by:
\[
e_{y}(x) = \left| y(x) - S_{k}(x) \right|, \quad \tilde{e}_{y}(x) = \left| \tilde{y}(x) - \tilde{S}_{k}(x) \right|
\]
and at \( x_{k} \) denote to the error
\[
e_{x_{k}} = \left| y_{k} - S_{k-1}(x_{k}) \right|, \quad \tilde{e}_{x_{k}} = \left| \tilde{y}_{k} - \tilde{S}_{k-1}(x_{k}) \right|
\]
(15)
Define the modulus of continuity of \( y((r+1)\alpha) (\xi_{k}, h) \) and \( z((r+1)\alpha) (\xi_{k}, h) \) as follows:
\[
\omega(y((r+1)\alpha) (\xi_{k}, h)) \quad \text{and} \quad \omega(z((r+1)\alpha) (\xi_{k}, h))
\]
and
\[
\omega(y((r+1)\alpha) (\xi_{k}, h)) = \max_{\xi_{k} \in [x_{k}, h]} \left| y((r+1)\alpha) (\xi_{k} + h) - y((r+1)\alpha) (\xi_{k}) \right|
\]
Next lemma gives an upper bound to the error.

**Lemma 1**

Let \( e_{y}(x) \) and \( \tilde{e}_{y}(x) \) are defined as in (15) then there exist constant \( d_{1} \) and \( d_{2} \) independent of \( h \) such that the following inequality:
\[
e_{y}(x) \leq (1 + d_{1}h) e_{y} + d_{2} h \tilde{e}_{y} + \omega(h) \frac{h^{(r+1)\alpha}}{\Gamma((r + 1)\alpha + 1)}
\]
\[
\tilde{e}_{y}(x) \leq (1 + d_{2}h) \tilde{e}_{y} + d_{2} h e_{y} + \omega(h) \frac{h^{(r+1)\alpha}}{\Gamma((r + 1)\alpha + 1)}
\]
holds for all \( x \in [a, b] \) where, \( d_{1} = \sum_{i=0}^{r} \frac{d_{0}}{\Gamma((i + 1)\alpha + 1)} \) and \( d_{2} = \sum_{i=0}^{r} \frac{d_{0}}{\Gamma((i + 1)\alpha + 1)} \).

**Proof**

Using the Lipschitz condition, Taylor expansion, definition of error estimation and (15) we get, by dropping \( \alpha \):
\[
e(x) = \left| y(x) - S_{k}(x) \right|
\]
\[
= \left( y_{k} - S_{k-1}(x_{k}) \right) + \sum_{i=0}^{r} y_{k}^{(i)\alpha} \frac{(x - x_{k})^{(i)\alpha}}{\Gamma((i + 1)\alpha + 1)} - \sum_{i=0}^{r-r_{1}} M_{k}^{(i)\alpha} \frac{(x - x_{k})^{(i+1)\alpha}}{\Gamma((i + 1)\alpha + 1)} + y((r+1)\alpha) (\xi_{k}) \frac{(x - x_{k})^{(r+1)\alpha}}{\Gamma((r + 1)\alpha + 1)}
\]
\[
\leq e_{k} + \sum_{i=0}^{r-r_{1}} y_{k}^{(i+1)\alpha} - M_{k}^{(i)\alpha} \frac{(x - x_{k})^{(i+1)\alpha}}{\Gamma((i + 1)\alpha + 1)} + y((r+1)\alpha) (\xi_{k}) - M_{k}^{(r)\alpha} \frac{(x - x_{k})^{(r+1)\alpha}}{\Gamma((r + 1)\alpha + 1)},
\]
where
\[
\left| y_{k}^{(i+1)\alpha} - M_{k}^{(i)\alpha} \right| = \left| f_{i}^{(\alpha)} (x, y_{k}, z_{k}, y_{k}, g (x_{k})) - f_{i}^{(\alpha)} (x, S_{k-1}(x_{k}), \tilde{S}_{k-1}(x_{k}), S_{k-1}(g (x_{k}))) \right|
\]
\[
\leq L \left| y_{k} - S_{k-1}(x_{k}) \right| + \left| \tilde{y}_{k} - \tilde{S}_{k-1}(x_{k}) \right| + \left| y_{k} (g (x_{k})) - S_{k-1}(g (x_{k})) \right|
\]
\[
\leq L \left| y_{k} - S_{k-1}(x_{k}) \right| + \left| \tilde{y}_{k} - \tilde{S}_{k-1}(x_{k}) \right|
\]
\[
+ L_{B} \left| f_{i}^{(\alpha)} (x, y_{k}, z_{k}, y_{k}) - f_{i}^{(\alpha)} (x, S_{k-1}, \tilde{S}_{k-1}, S_{k-1}(g (x_{k}))) \right|
\]
Therefore,
\[
\left| f^{(\alpha)}_1(x_1, y_1, z, y(g(x))) - f^{(\alpha)}_1(x_1, S_{k-1}, S_{k-1}, S_{k-1})(g(x)) \right|
\]
\[
- LB \left| f^{(\alpha)}_1(x_1, y_1, z, y(g(x))) - f^{(\alpha)}_1(x_1, S_{k-1}, S_{k-1}, S_{k-1})(g(x)) \right|
\]
\[
\leq L_1 \left\| y_1 - S_{k-1}(x_1) \right\| + \left\| z - S_{k-1}(x_2) \right\|
\]

Thus,
\[
\left| f^{(\alpha)}_1(x_1, y_1, z, y(g(x))) - f^{(\alpha)}_1(x_1, S_{k-1}, S_{k-1}, S_{k-1})(g(x)) \right|
\]
\[
\leq L_1 \left\| y_1 - S_{k-1}(x_1) \right\| + \left\| z - S_{k-1}(x_2) \right\|
\]

and
\[
|y^{(r+1)\alpha}_1(\zeta_1) - M^{(r+1)\alpha}_k| \leq |y^{(r+1)\alpha}_1(\zeta_1) - y^{(r+1)\alpha}_1| + |y^{(r+1)\alpha}_1 - M^{(r+1)\alpha}_k| \leq \omega(h) + d_0(e_3 + \tilde{e}_3)
\]

where \(d_0 = \frac{L_0}{1 - L_1 B_1}\).

Similarly,
\[
y^{(r+1)\alpha}_1(\zeta_1) - M^{(r+1)\alpha}_k \leq |y^{(r+1)\alpha}_1(\zeta_1) - y^{(r+1)\alpha}_1| + |y^{(r+1)\alpha}_1 - M^{(r+1)\alpha}_k| \leq \omega(h) + d_0(e_3 + \tilde{e}_3)
\]

where the constant \(L_1 > 0\) is the Lipschitz constant independent of \(h\), \(\omega(h)\) is the modulus of continuity of \(\omega\left(y^{(r+1)\alpha}_1(\zeta_1, h)\right)\) and \(|x - x_1| < |h| < 1\). The inequality (16) is then reduced to

\[
e_3(x) \leq e_3 + \sum_{i=0}^{r+1} d_0(e_3 + \tilde{e}_3) \frac{\left\| x - x_i \right\|^{(r+1)\alpha}}{\Gamma((i+1)\alpha + 1)} + \omega(h) + d_0(e_3 + \tilde{e}_3) \frac{\left\| x - x_i \right\|^{(r+1)\alpha}}{\Gamma((i+1)\alpha + 1)}
\]
\[
\leq e_3 + \sum_{i=0}^{r+1} d_0(e_3 + \tilde{e}_3) \frac{h^{(r+1)\alpha}}{\Gamma((i+1)\alpha + 1)} + \omega(h) + d_0(e_3 + \tilde{e}_3) \frac{h^{(r+1)\alpha}}{\Gamma((i+1)\alpha + 1)}
\]
\[
= e_3 + \sum_{i=0}^{r+1} d_0(e_3 + \tilde{e}_3) \frac{h^{(r+1)\alpha}}{\Gamma((i+1)\alpha + 1)} + \sum_{i=0}^{r+1} d_0(e_3 + \tilde{e}_3) \frac{h^{(r+1)\alpha}}{\Gamma((i+1)\alpha + 1)} + \omega(h) \frac{h^{(r+1)\alpha}}{\Gamma((i+1)\alpha + 1)}
\]
\[
\leq e_3 + \sum_{i=0}^{r+1} d_0(e_3 + \tilde{e}_3) \frac{h^{(r+1)\alpha}}{\Gamma((i+1)\alpha + 1)} + \sum_{i=0}^{r+1} d_0(e_3 + \tilde{e}_3) \frac{h^{(r+1)\alpha}}{\Gamma((i+1)\alpha + 1)} + \omega(h) \frac{h^{(r+1)\alpha}}{\Gamma((i+1)\alpha + 1)}
\]
\[
= e_3 + d_1 e_3 h + d_1 h \tilde{e}_3 + \omega(h) \frac{h^{(r+1)\alpha}}{\Gamma((i+1)\alpha + 1)}
\]
\[
= (1 + d_1 h) e_3 + d_1 h \tilde{e}_3 + \omega(h) \frac{h^{(r+1)\alpha}}{\Gamma((i+1)\alpha + 1)}
\]

where \(d_1 = \sum_{i=0}^{r+1} \frac{d_0}{\Gamma((i+1)\alpha + 1)}\) is constant independent of \(h\).

In the same manner we can prove that
\[
\tilde{e}_3(x) \leq (1 + d_1 h) \tilde{e}_3 + d_2 h e_\tilde{e}_3 + \omega(h) \frac{h^{(r+1)\alpha}}{\Gamma((i+1)\alpha + 1)}
\]
where \( d_z = \sum_{i=0}^{\hat{d}_0} \frac{\hat{d}_0}{\Gamma((i+1)\alpha + 1)} \) is constant independent of \( h \).

The lemma is proved.

4. Stability Analysis of the Proposed Method

For analyzing the stability properties of the given method, we make a small change of the starting values and study the changes in the numerical solution produced by the method.

Now, we define the spline approximating function \( W(x) \) and \( \tilde{W}(x) \) as:

\[
W_k(x) = W_{k-1}(x_k) + \sum_{i=0}^{\hat{r}_i} N_k^{(i\alpha)} \frac{(x-x_i)^{(i+1)\alpha}}{\Gamma((i+1)\alpha + 1)},
\]

\[
\tilde{W}_k(x) = \tilde{W}_{k-1}(x_k) + \sum_{i=0}^{\hat{r}_i} \tilde{N}_k^{(i\alpha)} \frac{(x-x_i)^{(i+1)\alpha}}{\Gamma((i+1)\alpha + 1)},
\]

where \( N_k^{(\alpha)} = f_k^{(\alpha)}(x_k, W_{k-1}(x_k), \tilde{W}_{k-1}(x_k)) \) and \( \tilde{N}_k^{(\alpha)} = f_k^{(\alpha)}(x_k, W_{k-1}(x_k), \tilde{W}_{k-1}(x_k)) \) with \( W_0(x) = y_0^*, \) \( \tilde{W}_0(x) = \tilde{y}_0^* \), \( x \in [x_k, x_{k+1}] \), \( k = 0, 1, \ldots, n-1 \), and use the notation

\[
e_0^* (x) = \left| S_k(x) - W_k^{(\alpha)}(x) \right|, \quad \text{and} \quad e_{\alpha,k}^* = \left| S_{k-1,\alpha} - W_{k-1,\alpha}(x_k) \right|
\]

\[
\tilde{e}_0^* (x) = \left| \tilde{S}_k(x) - \tilde{W}_k^{(\alpha)}(x) \right|, \quad \text{and} \quad \tilde{e}_{\alpha,k}^* = \left| \tilde{S}_{k-1,\alpha} - \tilde{W}_{k-1,\alpha}(x_k) \right|
\]

Lemma 2

Let \( e_0^* (x) \) and \( \tilde{e}_0^* (x) \) be defined as in (19) and (20), then the inequalities

\[
e_0^* (x) \leq (1 + d_1 h) e_0^* + d_2 h \tilde{e}_0^* \\
\tilde{e}_0^* (x) \leq (1 + d_2 h) \tilde{e}_0^* + d_2 h \tilde{e}_0^*
\]

holds where \( d_1 = \sum_{i=0}^{\hat{d}_0} \frac{d_0}{\Gamma((i+1)\alpha + 1)} \) and \( d_2 = \sum_{i=0}^{\hat{d}_0} \frac{\hat{d}_0}{\Gamma((i+1)\alpha + 1)} \) are constants independent of \( h \).

Proof

Using Lipschitz condition and (9), (17), (19) and (20) we get, by dropping \( \alpha \):

\[
e_0^* (x) = \left| S_k(x) - W_k(x) \right| \\
= \left| (S_{k-1}(x_k) - W_{k-1}(x_k)) + \sum_{i=0}^{\hat{r}_i} M_k^{(i\alpha)} \frac{(x-x_i)^{(i+1)\alpha}}{\Gamma((i+1)\alpha + 1)} - \sum_{i=0}^{\hat{r}_i} \tilde{M}_k^{(i\alpha)} \frac{(x-x_i)^{(i+1)\alpha}}{\Gamma((i+1)\alpha + 1)} \right| \\
\leq e_0^* + \sum_{i=0}^{\hat{r}_i} \left| M_k^{(i\alpha)} - \tilde{M}_k^{(i\alpha)} \right| \frac{(x-x_i)^{(i+1)\alpha}}{\Gamma((i+1)\alpha + 1)} \\
\leq e_0^* + \sum_{i=0}^{\hat{r}_i} \left| M_k^{(i\alpha)} - \tilde{M}_k^{(i\alpha)} \right| \frac{k^{(i+1)\alpha}}{\Gamma((i+1)\alpha + 1)}
\]

but

\[
\left| M_k^{(i\alpha)} - \tilde{M}_k^{(i\alpha)} \right| \leq d_0 \left( e_0^* + \tilde{e}_0^* \right)
\]

where \( d_0 = \frac{L_0}{1 - L_i B_1} \)

Thus from (21) and (22) we obtain:
\[ \varepsilon^*(x) \leq \varepsilon^*_i + d_i \varepsilon^*_x h + d_i \varepsilon^*_x h \leq (1 + dh) \varepsilon^*_i + d_i \varepsilon^*_x h. \]

where, \( d_i = \frac{\sum_{k=0}^{n} d_{k-i}}{\Gamma((i+1)\alpha + 1)} \) is constant independent of \( h \).

In the same manner we can prove that

\[ \varepsilon^*(x) \leq \varepsilon^*_i + d_i \varepsilon^*_x h + d_i \varepsilon^*_x h \leq (1 + dh) \varepsilon^*_i + d_i \varepsilon^*_x h \]

where \( d_0 = \frac{L_2}{1 - L_2 B_2} \) and \( d_i = \sum_{k=0}^{n} \frac{d_{k-i}}{\Gamma((i+1)\alpha + 1)} \) is constant independent of \( h \). Thus the lemma is proved.

5. Numerical Example

Consider the system of fractional ordinary delay differential equations

\[
D^\alpha [y](x) = -y(x) + z(x/2) + \frac{3}{4} x^2 + \frac{2}{\Gamma(3-\alpha)} x^{2-\alpha}
\]

\[
D^\alpha [z](x) = z(x) - y(x/2) - \frac{3}{4} x^2 + \frac{2}{\Gamma(3-\alpha)} x^{2-\alpha}
\]

The exact solution is given by \( y = x^2 \) and \( z = x^2 \).

The obtained numerical results are summarized in Table 1, Table 2 to illustrate the accuracy and the stability of the proposed spline method using spline function of polynomial form. The first column in each table, represents the different values of \( \alpha \), the second column represents the values of \( x \). The third column gives the approximate solution at the corresponding points while the fourth column gives the absolute error between the exact solution and the obtained approximate numerical solution with the initial conditions \( y(0) = 0 \) and \( z(0) = 0 \). With small change in the initial conditions, \( y^*(0) = 0.00001 \) and \( z^*(0) = 0.00001 \), the approximate solution is computed as

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( x )</th>
<th>Appr. solution for the problem</th>
<th>Absolute Error</th>
<th>Appr. solution for the perturbed problem</th>
<th>Absolute diff. between the two Appr. solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>( y = 0.000925756 )</td>
<td>( 8.2 \times 10^{-4} )</td>
<td>0.000925771</td>
<td>1.50275 \times 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>( y = 0.00286044 )</td>
<td>( 2.5 \times 10^{-3} )</td>
<td>0.00286047</td>
<td>2.33452 \times 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>( y = 0.00555181 )</td>
<td>( 4.7 \times 10^{-3} )</td>
<td>0.00555184</td>
<td>3.03307 \times 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>( y = 0.00890308 )</td>
<td>( 7.3 \times 10^{-3} )</td>
<td>0.00890311</td>
<td>3.66017 \times 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>( y = 0.0128567 )</td>
<td>( 1.0 \times 10^{-2} )</td>
<td>0.0128568</td>
<td>4.24062 \times 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>( y = 0.00054009 )</td>
<td>( 4.4 \times 10^{-4} )</td>
<td>0.00054009</td>
<td>9.30474 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>( y = 0.00178791 )</td>
<td>( 1.4 \times 10^{-3} )</td>
<td>0.00178793</td>
<td>1.54803 \times 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>( y = 0.00361274 )</td>
<td>( 2.7 \times 10^{-3} )</td>
<td>0.00361276</td>
<td>2.09326 \times 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>( y = 0.00596128 )</td>
<td>( 4.4 \times 10^{-3} )</td>
<td>0.0059613</td>
<td>2.58856 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>( y = 0.000313701 )</td>
<td>( 2.1 \times 10^{-4} )</td>
<td>0.000313737</td>
<td>5.71685 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>( y = 0.00111262 )</td>
<td>( 7.1 \times 10^{-4} )</td>
<td>0.0011263</td>
<td>1.01865 \times 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>( y = 0.00234065 )</td>
<td>( 1.4 \times 10^{-3} )</td>
<td>0.00234066</td>
<td>1.43368 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>( y = 0.00397411 )</td>
<td>( 2.4 \times 10^{-3} )</td>
<td>0.00397413</td>
<td>1.83092 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>( y = 0.00599858 )</td>
<td>( 3.5 \times 10^{-3} )</td>
<td>0.0059986</td>
<td>2.21638 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>( y = 0.000181438 )</td>
<td>( 8.1 \times 10^{-4} )</td>
<td>0.000181441</td>
<td>3.4872 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>( y = 0.000689476 )</td>
<td>( 2.9 \times 10^{-4} )</td>
<td>0.000689483</td>
<td>6.65526 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>( y = 0.00151012 )</td>
<td>( 6.1 \times 10^{-4} )</td>
<td>0.00151013</td>
<td>9.74972 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>( y = 0.00263828 )</td>
<td>( 1.0 \times 10^{-3} )</td>
<td>0.0026383</td>
<td>1.28095 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>( y = 0.00407141 )</td>
<td>( 1.0 \times 10^{-3} )</td>
<td>0.00407143</td>
<td>1.58509 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>( y = 0.000104514 )</td>
<td>( 4.5 \times 10^{-5} )</td>
<td>0.000104516</td>
<td>2.11285 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>( y = 0.000425532 )</td>
<td>( 2.6 \times 10^{-5} )</td>
<td>0.000425537</td>
<td>4.31917 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>( y = 0.000970359 )</td>
<td>( 7.0 \times 10^{-3} )</td>
<td>0.000970365</td>
<td>6.58633 \times 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>( y = 0.00174444 )</td>
<td>( 1.4 \times 10^{-4} )</td>
<td>0.00174444</td>
<td>8.90272 \times 10^{-7}</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>( y = 0.00275231 )</td>
<td>( 2.5 \times 10^{-4} )</td>
<td>0.00275232</td>
<td>1.12616 \times 10^{-6}</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. The accuracy and stability of the proposed spline method using spline function of polynomial form (using $h = 0.01$).

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$X$</th>
<th>Appr. Solution for the problem</th>
<th>Absolute Error</th>
<th>Appr. solution for the perturbed problem</th>
<th>Absolute diff. between the two Appr. solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.000925756</td>
<td>8.2 × 10^{-4}</td>
<td>0.0000925771</td>
<td>1.50275 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>0.00555181</td>
<td>4.7 × 10^{-3}</td>
<td>0.00555184</td>
<td>3.03307 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>0.00890308</td>
<td>7.3 × 10^{-3}</td>
<td>0.00890311</td>
<td>3.66017 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.0128567</td>
<td>1.0 × 10^{-2}</td>
<td>0.0128568</td>
<td>4.24062 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.00054009</td>
<td>4.4 × 10^{-4}</td>
<td>0.000540099</td>
<td>9.30474 × 10^{-2}</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>0.00178791</td>
<td>1.4 × 10^{-3}</td>
<td>0.00178793</td>
<td>1.54803 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.00361274</td>
<td>2.7 × 10^{-3}</td>
<td>0.00361276</td>
<td>2.09326 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>0.00596128</td>
<td>4.4 × 10^{-3}</td>
<td>0.0059613</td>
<td>2.59856 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.00880108</td>
<td>6.1 × 10^{-3}</td>
<td>0.00880111</td>
<td>3.07735 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.000313701</td>
<td>2.1 × 10^{-4}</td>
<td>0.000313707</td>
<td>5.71685 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>0.00111262</td>
<td>7.1 × 10^{-4}</td>
<td>0.00111263</td>
<td>1.01865 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.00234065</td>
<td>1.4 × 10^{-3}</td>
<td>0.00234066</td>
<td>1.43368 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>0.00397411</td>
<td>2.4 × 10^{-3}</td>
<td>0.00397413</td>
<td>1.83092 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.00599858</td>
<td>3.5 × 10^{-3}</td>
<td>0.0059986</td>
<td>2.21638 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.000181438</td>
<td>8.1 × 10^{-3}</td>
<td>0.000181441</td>
<td>3.4872 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>0.000689476</td>
<td>2.9 × 10^{-4}</td>
<td>0.000689483</td>
<td>6.65526 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.00151012</td>
<td>6.1 × 10^{-4}</td>
<td>0.00151013</td>
<td>9.74972 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>0.00263828</td>
<td>1.0 × 10^{-3}</td>
<td>0.0026383</td>
<td>1.28095 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.00407141</td>
<td>1.0 × 10^{-3}</td>
<td>0.00407143</td>
<td>1.58509 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.000104514</td>
<td>4.5 × 10^{-4}</td>
<td>0.000104516</td>
<td>2.11285 × 10^{-4}</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>0.000425532</td>
<td>2.6 × 10^{-3}</td>
<td>0.000425537</td>
<td>4.31917 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.000970359</td>
<td>7.0 × 10^{-3}</td>
<td>0.000970365</td>
<td>6.58633 × 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>0.00174444</td>
<td>1.4 × 10^{-4}</td>
<td>0.001744444</td>
<td>8.90272 × 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.00275231</td>
<td>2.5 × 10^{-4}</td>
<td>0.00275232</td>
<td>1.12616 × 10^{-4}</td>
<td></td>
</tr>
</tbody>
</table>

shown in the fifth column. To test the stability, the difference between the two approximate solutions is computed as shown in the sixth column.

From the obtained results in Table 1, Table 2 respectively, we can see that the proposed method gives acceptable accuracy and the method is shown to be stable. Moreover, the algorithm of the proposed method has recursive nature which makes it easy and simple to be programmed.

6. Conclusion

We adapt the spline functions with some additional assumptions and definitions for approximating the solution of system of ordinary delay differential equation with fractional order which studied in [7] [8]. The error analysis and stability are theoretically investigated. A numerical example is given to illustrate the applicability, accuracy and stability of the proposed method. The obtained numerical results reveal that the methods are stable and give high accuracy.
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