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Abstract

Drought conditions at a given location evolve randomly through time and are typically characterized by severity and duration. Researchers interested in modeling the economic effects of drought on agriculture or other water users often capture the stochastic nature of drought and its conditions via multiyear, stochastic economic models. Three major sources of uncertainty in application of a multiyear discrete stochastic model to evaluate user preparedness and response to drought are: (1) the assumption of independence of yearly weather conditions, (2) linguistic vagueness in the definition of drought itself, and (3) the duration of drought. One means of addressing these uncertainties is to re-cast drought as a stochastic, multiyear process using a “fuzzy” semi-Markov process. In this paper, we review “crisp” versus “fuzzy” representations of drought and show how fuzzy semi-Markov processes can aid researchers in developing more robust multiyear, discrete stochastic models.
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1. Introduction

The impacts of drought on water supplies and those dependent on such supplies have long been an important topic for economists and policy makers. Climate projections for key hydrologic inputs—seasonal precipitation, snowpack storage, evaporative loss, and frequency and severity of drought—are used to anticipate future stresses on water quantity and variability. Water managers use these projections to allocate seasonal water sup-
plies across various classes of users. For example, public irrigation districts in the western U.S. typically issue water allocation declarations in March, based on hydrologic forecasts, to help irrigators plan for the coming irrigation season. In periods of sharply reduced water supplies, such as recent multiyear droughts in California (Figure 1), such allocation decisions must reflect a range of competing demands, including in stream flow requirements to protect associated species and ecosystems.

Discrete stochastic programming (DSP) has been widely used as an optimization method to assess the benefits and costs of alternative water allocation decisions during varying degrees of drought [1]-[3]. DSP is a useful technique based on traditional probability theory. To illustrate water supply uncertainty in a discrete stochastic programming framework, first consider the following single-year linear programming model:

\[ \text{Max } Z = c'x, \quad (1.1) \]

subject to:

\[ Ax \leq b \quad (1.2) \]

where \( x = (x_i) \) is a vector of control variables with \( x \geq 0 \), \( c = (c_j) \) is an \( (n \times 1) \) column vector of constants, \( A = (a_{ij}) \)
is an \((m \times n)\) matrix of constants, and \(b = (b_i)\) is an \((m \times 1)\) column vector of constants. The corresponding discrete stochastic linear programming problem, first proposed by Cocks [4], introduces uncertainty into one or more model parameters, such that they satisfy the conditions of a probability distribution:

\[
P\left[ (A, b, c) = (A_k, b_k, c_k) \right] = P_k \quad (k = 1, 2, \ldots, K),
\]

where \(\sum_{k=1}^{K} P_k = 1\).

Most previous studies that use DSP to address uncertainty caused by randomness of hydrologic inputs assume a small number of discrete states of nature, sometimes just a binary set (e.g., “drought” = 24 acre-inches of water; “normal” = 40 acre-inches, as in Figure 2). This type of linguistic vagueness of the term “drought” can be illustrated by considering the Palmer Drought Severity Index (PDSI), employed by the National Oceanic and Atmospheric Administration (NOAA) to communicate drought conditions to the public. The PDSI comprises five states of drought, including mild, moderate, severe, extreme, and exceptional. Each state of drought comprises a range of temperature and precipitation conditions. The same quantity of precipitation may therefore result in different states of drought, depending on temperature conditions. A given water allotment does not always result in the same state of drought; instead, it has the potential to lead to various states of drought (i.e., it has “grades of membership” in different states of drought). Which state of drought should actually be assigned to a given water allotment (or vice versa) depends on many other complex factors, including but not limited to temperature, available water content of the soil, and other conditions not easily incorporated into an economic model. Correct assignment of a state of drought is important because severe, extreme, or exceptional drought implies a significant reduction in crop production, whereas mild or moderate drought implies a much smaller reduction. An inadequate number of states of nature in a programming model may produce management recommendations that are not robust when they are applied to a real-world setting that has numerous states of nature (e.g., a continuum of water allocations) [5]. There is another linguistic vagueness in the definition of “drought”, specifically when modelers attempt to assign this term to a specific quantity of irrigation water (e.g., “drought” = 24 acre-inches of water, not 20 or 26, but exactly 24).

In addition to linguistic vagueness, the agricultural economics literature has rarely discussed uncertainty about the duration of drought. Peck and Adams [3] developed a multiyear, discrete stochastic model of irrigation water use on a multi-crop farm that faces uncertain surface-water supplies due to the possibility of drought. They then used the model to identify optimal drought preparedness and response plans and measure associated economic benefits that result as the severity and duration of drought is revealed over a six-year period. While they confirmed that the effects of two consecutive years of drought are greater than the sum of two single-year (non-consecutive) droughts, due to inter-annual crop-rotation constraints, they assumed just two discrete (i.e., crisply-defined) states of nature (“normal” = 40 acre-inches per acre; “dry” = 24 acre-inches per acre) and also assumed independence between individual years’ states of nature (i.e., the occurrence of drought in one year did not change the probability of drought in subsequent years). They left more sophisticated approaches to these
three modeling issues—linguistic vagueness, assumption of independence of yearly water allocation, and more complex assumptions about uncertainty of drought duration—for future research.

Uncertainty caused by linguistic vagueness has been dealt with more recently using fuzzy logics [6]. A principal difference between discrete-stochastic and fuzzy optimization approaches is in the way uncertainty is modeled: discrete stochastic programming represents random parameters through discrete or continuous probability functions, whereas fuzzy programming treats random parameters as fuzzy numbers and hence constraints as fuzzy sets [7]. Fuzzy programming can be classified into two types.¹ Possibilistic fuzzy programming considers uncertainties in the objective function coefficients, c, in Equation (1.1), as well as in the constraint coefficients, A and b, in Equation (1.2). Flexible fuzzy programming considers uncertainties associated only with right-hand-side constraints, b [8]-[10].

Furthermore, discrete stochastic programming requires the constraints to be exactly satisfied in each state of nature. For example, the model cannot choose a crop plan that consumes more than the exact quantity of water (24 or 40 acre-inches) that is ultimately revealed to be available. The most commonly used fuzzy mathematical programming method for this type of linguistic vagueness is to transform a crisp programming model into a series of crisp programming problems [11]. Meanwhile, the second type of linguistic vagueness has been dealt with using interval fuzzy programming approaches [12].

However, there are a few shortcomings of fuzzy programming. For example, although it can be used to evaluate the economic effects of drought severity, it is not capable of dealing with randomness in the duration of drought (or other random phenomena) [13]. To overcome the shortcomings of the discrete stochastic programming approach [including: (1) crisp definitions for each state of nature, (2) assumed independence of states of nature across multiple periods, e.g., if the probability of drought in a single year is 1/3, then the probability of a two-year drought is simply 1/3 × 1/3 or 1/9, and (3) inability to accommodate uncertainty about future states of nature, i.e., uncertainty about drought duration], we first provide in Section 2 a definition of drought, and then discuss uncertainty caused by linguistic vagueness in the term “drought”. We also introduce readers to fuzzy logic for drought severity, where a continuous range of possible water quantities are assigned various grades of membership in a set of drought severity. In section 3, we introduce a semi-Markov process, which allows more complex assumptions about both the probability (or possibility) of transitioning from one state of nature to the next (e.g., the conditional probability (or possibility) of drought occurring next year, given drought occurred this year, is not necessarily equal to the unconditional probability of drought in a single year), and the duration between two transitions. Fuzzy logic and semi-Markov processes are then combined into a fuzzy semi-Markov process, which enables us to capture uncertainty in both drought severity and duration simultaneously. This fuzzy semi-Markov process can ultimately be incorporated in a discrete stochastic programming framework to overcome the shortcomings mentioned earlier. Finally, in Section 4, we present numerical examples of conditional possibility of drought duration, given a specific state of drought severity. These numerical examples highlight potential implications of using fuzzy semi-Markov processes rather than traditional probability-based representations of multiyear drought.

2. Linguistic Vagueness and Fuzzy Logic

To evaluate the impacts of drought conditions and associated preparedness and response plans, a clear definition of drought must be provided. One definition of drought is the case in which irrigation water supplied is less than irrigation water demanded, due to inadequate rainfall, snow pack, or other weather conditions. As the difference between irrigation water demanded and supplied increases, severity of drought intensifies along a continuous gradient. While the characterization of drought varies across studies, the following definition of drought provided by Yevjevich [14] has been widely used [6] [15] [16]:

\[
y_i = \begin{cases} 
0 & \text{if } S_i < S_0 \\
1 & \text{if } S_i \geq S_0 
\end{cases} \quad (i = 1, 2, 3, \ldots)
\]

where \( S_0 \) is a constant water allotment threshold (such as 40 acre-inches Peck and Adams [3] used for water allotment under normal weather condition) and \( S_i \) is the \( i \)th severity state. A Bernoulli variable \( y_i \) plays a

¹Both possibilistic and flexible fuzzy programming can be presented in interval fuzzy programming [12].
significant role in estimation of the holding time (i.e., duration) probability mass function of drought in later section of semi-Markov chains.

When economic models represent drought in binary terms (i.e., a water allocation either qualifies or does not qualify as drought), this overly-simplified or deceivingly-crisp (as opposed to fuzzy) measurement of drought severity can cause inefficient resource allocation. Unlike this crisp set (in which an element is either a member of the set or not), fuzzy sets allow elements to be included through a degree of membership, as expressed by a membership function, thus relaxing the binary state assumption [6] [17]. Introduced by Zadeh [18], fuzzy logic and fuzzy set theory have since been widely adopted to deal with linguistic vagueness in various mathematical optimization models, including fuzzy dynamic programming [19] [20], and optimal fuzzy control [21].

Every fuzzy set is associated with a membership function, a curve that defines how each point in the universe of discourse maps to a membership value (or degree of membership) between 0 and 1. Membership functions are often assumed to be piece-wise linear and triangular or trapezoidal in shape [8], or nonlinear such as a sigmoid membership function [15]. The following is a technical definition of a fuzzy set and membership function in the context of drought.

**Definition 1.** Let \( W = \{ w_1, w_2, \ldots, w_n \} \) be the universe of discourse, where \( w_i \) is the \( i \)th possible value that a future water allocation could take. A fuzzy set, \( S \), in a nonempty set, \( W \), is a set of ordered pairs, \( S = \{ (w, f_s(w)) \mid w \in W \} \), where \( f_s(w) \) is called the membership function or grade of membership of \( w \) in \( S \), which takes on a real number in the interval \([0, 1]\).

Because different water allocations \( w_i (i = 1, 2, \ldots) \) lead to different levels of drought-severity, \( S \), many \( S \) exist. Collectively, these \( S \) are a fuzzy subset of a set \( S \) which is defined as a set of ordered pairs, \( (w_i, f_s(w_i)) \), where \( f_s(w_i) \) is the grade of membership of \( w_i \) in \( S \). The set \( S \) represents all water allotment levels, including a particular drought-severity category, such as mild. Fuzzy set theory allows us to define mild drought as a range of possible water deficits, each with its own grade of membership in the set (with its grade falling anywhere between 0 and 1, as described in Equation (2.2)). This is in contrast to the conventional DSP approach, which would categorize a given water allotment \( w_i \) as either belonging to the set “mild drought” or not (i.e., its grade would take on a 0 or 1).

Since a water allotment for irrigation may rarely exceed the threshold-level needed to avoid drought, we consider a trapezoidal fuzzy membership function \( f_s(w_i) \) as shown in Figure 3, where \( w_0 \) is a constant water allotment threshold level that is needed to avoid drought, and \( \alpha \) is the width of the left triangle in Figure 3. This membership function has the following form [8]:

![Figure 3. Trapezoidal membership of water allotment under droughts.](image-url)
In Equation (2.2), the level of water allotment needed to avoid drought is assumed to be \( w_0 \), so that \( f_3(w) = 1 \) if \( w_i \) is equal to or greater than \( w_0 \). As \( w_i \) moves below \( w_0 \), the value of \( f_3(w) \) moves away from 1 and towards 0; this indicates that \( w_i \) qualifies to a lesser extent as a member of this drought category. A modeler could also use Equation (2.2) to represent a drought category, such as severe/extreme/exceptional drought, or mild/moderate drought. Suppose, for example, that a fuzzy set for mild/moderate drought is defined by a water allotment of more than 25 acre-inches, but less than 40 acre inches; and a severe/extreme/exceptional drought is defined by a water allotment between 10 and 25 acre-inches. Then \( a = 30 \) acre-inches, which is the left-tail distance between 40 acre-inches and 10 acre-inches. In this case, the grade of membership presented in Equation (2.2) could be interpreted as a weighting factor, and the drought category could be summarized as having a weighted average possibility (akin to an expected value under conventional probability theory).

### 3. Fuzzy Markov and Semi-Markov Processes

Markov processes are an important tool in measuring movement from and to various states of nature. For example, in the case of water supply conditions, a Markov process might measure transitions from normal water supply to various stages of drought. Starting with a meteorological drought, which is defined as a lack of precipitation over a region for a period of time, hydrological drought and agricultural drought follow when soil moisture becomes depleted and dwindling water supply is unable to meet irrigation need [22].

Since all states of drought are fuzzy states, the transition between these states are also fuzzy sets. Fuzzy Markov systems could be used to describe transitions between stages (i.e., severity) of drought. However, the definition of general finite-state fuzzy Markov chains differs from conventional Markov chains. The most important difference between conventional and fuzzy Markov chains resides in the values assumed by the variables. In conventional Markov chains, transition parameters represent probabilities (organized in a transition matrix), whereas in fuzzy Markov chains such values express fuzzy membership degrees [23]. Since the transition between intrinsically fuzzy states of a system cannot be precisely measured, decisions are made based on fuzzy transitions that are defined as possibilities, rather than probabilities, in the state-space of a system [24].

There are several more crucial distinctions between conventional Markov chains and fuzzy Markov chains, including the following [25]: (1) fuzzy Markov chains are based on max-min algebra\(^3\); (2) under a conventional Markov chain the long-run probability distribution does not depend on the initial state, but the stationary solution of a fuzzy system does depend on the initial state; (3) under a conventional Markov chain the probability transition matrix converges to a stationary solution in an infinite number of steps, while the sequence of powers of a fuzzy transition matrix always has finite convergence; and (4) a fuzzy Markov chain is a robust system with respect to small perturbations of the transition matrix (therefore, imprecise data used in the fuzzy model will not cause a totally wrong description of the real object), whereas a probabilistic Markov chain is not robust with respect to perturbations of the transition matrix [26].

**Definition 2.** Let \( W = \{w_1, w_2, \ldots, w_n\} \) be a finite state-space of possible water allotments from an irrigation water district. Let \( (S_n)_{n \in \mathbb{N}} \) be random variables taking values in \( W \). Now, let a fuzzy subset of \( W \) be defined as a set of ordered pairs \( (S_i, f_i^m(S_i)) \), where \( f_i^m(S_i) \) is the grade of membership of \( S_i \) in \( W \) in the \( m \)th transition.

Despite the above-mentioned difference between conventional and fuzzy Markov chains, there are also many similarities [25]. A conventional Markov chain, given the transition probability matrix \( \{P^n_{ij}\}_{i,j=1}^n \) —where the \( ij \)th entry, \( P^n_{ij} \), gives the probability that the Markov chain, starting in state \( S_i \), will be in state \( S_j \) after \( n \) transitions\(^4\),

\[f_3(w) = \begin{cases} 1 & \text{if } w_i \geq w_0 \\ 1 - \frac{(w_0 - w_i)}{\alpha} & \text{if } w_0 - \alpha \leq w_i < w_0 \\ 0 & \text{otherwise} \end{cases} \quad (2.2)

However, we use the terms possibility and probability interchangeably in this paper.

\(^3\)The max-min operations of fuzzy sets are as follows. For fuzzy subsets \( A \) and \( B \) of a crisp set \( W \neq \emptyset \), the intersection of \( A \) and \( B \) is defined as: \( (A \cap B)(x) = \min \{A(x), B(x)\} = A(x) \wedge B(x), \quad \forall x \in W \). Similarly, the union of \( A \) and \( B \) is defined as follows: \( (A \cup B)(x) = \max \{A(x), B(x)\} = A(x) \vee B(x), \quad \forall x \in W \).

\(^4\)We use Equation (2.2) to represent a drought category, such as mild/moderate drought. Suppose, for example, that a fuzzy set for mild/moderate drought is defined by a water allotment of more than 25 acre-inches, but less than 40 acre inches; and a severe/extreme/exceptional drought is defined by a water allotment between 10 and 25 acre-inches. Then \( a = 30 \) acre-inches, which is the left-tail distance between 40 acre-inches and 10 acre-inches. In this case, the grade of membership presented in Equation (2.2) could be interpreted as a weighting factor, and the drought category could be summarized as having a weighted average possibility (akin to an expected value under conventional probability theory).
has the following recurrent equation:

\[ f_{S_{j}}^{(m+1)}(S_{j}) = \sum_{i=1}^{n} \left\{ f^{m}_{S_{i}}(S_{j}) P_{ij} \right\} \quad j \in S. \]  

Equation (3.1) explains that the grade of membership of \( S_{j} \) in the \((m + 1)\)th transition is represented by a weighted average of all grades of memberships \( S_{i} \) \((i = 1, 2, \ldots, n)\) in the \(m\)th transition. In contrast, the transition law of a fuzzy Markov chain requires the use of max-min algebra operations as follows:

\[ f_{S_{j}}^{(m+1)}(S_{j}) = \max_{i \in S} \left\{ \min \left( f^{m}_{S_{i}}(S_{j}), P_{ij} \right) \right\} \quad j \in S, \]

where the fuzzy-state grade of membership, \( f^{m}_{S_{i}}(S_{j}) \), can be calculated as follows:

\[ f^{m}_{S_{i}}(S_{j}) = \max_{i \in S} \left[ \min \left( f^{m}_{S_{i}}(S_{j}), P_{ij} \right) \right] \quad i \in S, \]

and the powers of the fuzzy transition matrix, \( P^{m}_{S_{i}} \), are defined by:

\[ P^{m}_{S_{i}} = \max_{k \in S} \left[ \min \left( P^{m}_{S_{i}S_{k}}, P_{ki}^{(m-1)} \right) \right]. \]

where \( P^{0}_{S_{i}} = P_{S_{i}} \) and \( P^{0}_{S_{i}} \) is an identity matrix at the initial time period.

A few empirical studies have been conducted to compare efficiencies between the use of classic Markov chains based on conventional crisp set theory and fuzzy Markov chains in the context of stochastic programming models. Mousavi et al. [20] compared a conventional stochastic dynamic programming model (which employed classic Markov chains) and a fuzzy-state stochastic dynamic programming model (which employed fuzzy Markov chains) in the operation of a multipurpose reservoir in Iran. Results from their study show that fuzzy-state stochastic dynamic programming outperforms conventional stochastic dynamic programming in achieving the flood control objective and in overall performance of the reservoir. Chandramouli and Nanduri [27] also compared a conventional stochastic dynamic model and a fuzzy-state stochastic dynamic model in the operation of a multipurpose reservoir in India. They found that the fuzzy-state stochastic dynamic programming model outperformed the conventional stochastic dynamic programming model.

As noted earlier, fuzzy optimization models and fuzzy Markov chains can deal with uncertainties associated with linguistic vagueness, but they cannot deal with problems associated with randomness in the duration of drought of a particular severity. Next, we introduce a fuzzy semi-Markov process which contains a fuzzy Markov process and can be incorporated into a multiyear discrete stochastic programming model.

3.1. Fuzzy Semi-Markov Process

Imagine a process whose successive states are governed by the transition possibilities of a fuzzy Markov chain, but where the duration of any state (i.e., holding or waiting time before transitioning to another state) is described by a random variable that depends on the state to which the next transition is made. That process is referred to as a fuzzy semi-Markov process. For example, suppose the level of irrigation water supplied constitutes a state of very severe drought. This system will eventually transition to a new state (e.g., mild or moderate drought). We can either imagine an instantaneous transition to the next state (a discrete Markov process), or we can imagine the process “staying” for a length of time \( d \) (i.e., duration) under very severe drought before transitioning to the next state (a fuzzy semi-Markov process).

**Definition 3.** Let \( W \) be the universe of discourse and \( S \) be the power set of \( W \), as before, where \( \{S^{(i)}(t)\}_{i=1}^{n} \) are random variables taking values in \( W \) at \( n \)th transition in time \( t \) (i.e., \( n \)th observation).

Define \( T_{n} \) as the observation time of the \( n \)th transition, starting time \( s \) and arrival time \( t \). A fuzzy semi-Markov process is defined as a sequence of two random variables \( \{S^{(i)}, T_{n}: t \in T \} \), with the following properties: (1) \( S^{(i)} \) is a discrete time fuzzy Markov chain that takes values in a countable set and represents the system’s state after transition \( n \); and (2) \( T_{n+1} - T_{n} \) is the holding time (i.e., duration) between two transitions, which is a random variable whose distribution depends on the present state and the subsequent state to which it transitions.

There are two types of fuzzy semi-Markov processes: time homogeneous [24] [28] [29] and time non-homogeneous [30] [31], which are described next.

3.1.1. Homogeneous Fuzzy Semi-Markov Process

The process \( (S^{(i)}, T_{n}) \) is the homogeneous fuzzy Markov renewable process such that:
\[ P \left[ S^{n+1} = w_{j,n+1}, T_{n+1} \leq t \mid S^n, S^1, \ldots, S^n = w_{i,n}; T_n, T_1, \ldots, T_n \right] \]
\[ = P \left[ S^{n+1} = w_{j,n+1}, T_{n+1} \leq t \mid S^n = w_{i,n} \right] . \tag{3.5} \]

where \( S^n \) represents the state at the \( n \)th transition, \( T_n \) is the time of the \( n \)th transition and “\( t \)” is arrival time. Equation (3.5) expresses the probability of transitioning to state \( j \) at arrival time \( t \), given the system has been in state \( i \) after \( n \) transitions. Unfortunately no solution has been reported for Equation (3.5) in the literature; therefore, an alternative approach for solving Equation (3.5) has been employed by Cancelliere and Salas [15] and Mirakbari and Ganji [6].

The homogeneous fuzzy semi-Markov kernel associated with Equation (3.5) is represented by [24]:

\[ Q_y \left( d_y \right) = P \left[ S^{n+1} = w_{j,n+1}, T_{n+1} - T_n \leq d_y \mid S^n = w_{i,n} \right] \tag{3.6} \]

The fuzzy-state transition possibility of the system’s next transition to state \( j \), given that the process holds for a time \( d_y \) in state \( i \) before the entrance to state \( j \), is given by:

\[ P_y = \lim_{d_y \to \infty} Q_y = P \left[ S^{n+1} = w_{j,n+1} \mid S^n = w_{i,n} \right] \tag{3.7} \]

Equation (3.7) describes the probability of transitioning from state \( i \) to \( j \).

Considering a first-order Markov process for drought severity, the conditional cumulative possibility distribution of holding-time \( d_y \) (\( i.e. \), duration) is then defined as follows:

\[ h_y \left( d_y \right) = P \left[ T_{n+1} - T_n \leq d_y \mid S^{n+1} = w_{j,n+1}, S^n = w_{i,n} \right] \]
\[ = P \left[ \left( T_{n+1} - T_n \right) \wedge \left( S^{n+1} = w_{j,n+1} \right) \right] \tag{3.8} \]

which represents the conditional probability that the \( i \)th drought severity has duration \( d_y \) at the \((n + 1)\)th transition. Using Yevieievich’s [14] nonparametric runs test, with a Bernoulli variable \( y_i \) in Equation (2.1), the duration of drought severity \( i \) is measured by the total number of consecutive years with \( y_i = 0 \) in run test, assuming they were preceded and then followed by \( y_i = 1 \) in Equation (2.1), where \( j \neq i \). Bardossy and Plate [28] considered the generalized Poisson distribution for the duration, while Cancelliere and Salas [15], Mirakbari and Ganji [6], and Masuruoh [29] showed that the holding-time mass function for a transition from the \( i \)th drought severity to the \( j \)th drought severity be represented in the form of a geometric distribution as follows:

\[ h_y \left( d_y \right) = r_y \left( 1 - r_y \right)^{d_y - 1} \quad \text{for} \quad d_y = 1, 2, 3, \ldots, \tag{3.9} \]

where \( r_y \) represents the probability of the duration \( d_y \) in the \( i \)th drought severity, before moving to the \( j \)th drought severity. This is estimated by \( r_y = \frac{1}{\bar{d}_y} \), where \( \bar{d}_y \) is the mean holding-time (\( i.e. \), duration) in the \( i \)th drought before moving to the \( j \)th drought, which can be easily observed from historical data.

Using Equations (3.7) and (3.9), Equation (3.6) can now be rewritten as follows [24]:

\[ Q_y \left( d_y \right) = P \left[ S^{n+1} = w_{j,n+1}, T_{n+1} - T_n \leq d_y \mid S^n = w_{i,n} \right] = \min \left[ P_y, h_y \left( d_y \right) \right] . \tag{3.10} \]

Equation (3.10) describes the probability that state \( i \) will transition to \( j \) and do so within \( d \) years, given we know state \( i \) began in period \( T_n \). This probability is the minimum of two numbers: \( P_y \), which is the probability of \( i \) transitioning to \( j \), and \( h_y(d_y) \), which is the probability of state \( i \) enduring for \( d \) or fewer years, given we know \( i \) will definitely transition to \( j \).

The possibility mass function assigned to the holding-time \( d \) spent in state \( i \) is defined as:

\[ P_y \left( d_y \right) = P \left[ T_{n+1} - T_n \leq d_y \mid S^n = w_{i,n} \right] = \max \left\{ \min \left[ P_y, h_y \left( d_y \right) \right] \right\} . \tag{3.11} \]

Equation (3.11) represents a holding-time possibility mass function such that the system will spend \( d \) time-units in state \( i \) (\( i.e. \), the \( i \)th severity), unconditional on the destination state [24]. In other words, Equation (3.11) represents a Markov kernel is also called a transition probability function that maps from a measurable space to another space.
describes the probability that the next transition (to any state other than \( i \)) will occur within the next \( d \) years, given we know state \( i \) began in \( T_n \).

To incorporate the holding time possibility mass function in Equation (3.11) into the discrete multi-period stochastic mathematical programming problem, the probability distribution in Equation (1.3) can be rewritten in the form of a fuzzy stochastic programming model as follows [27]:

\[
\overline{P}(A, b, c) = \left( A(d), b_i(d), c_i(d) \right)
\]

\[
= P_i(d) \quad \text{for} \quad (i = 1, 2, \ldots, N; d = 1, 2, \ldots),
\]

(3.12)

where the possibility depends not only on the current state, but also the duration of it.

Mirakbari and Ganji [6] compared performances between the classic semi-Markov chains and the fuzzy semi-Markov chains by using profust reliability theory to a rangeland system in India. Their results indicate that the reliability of rangeland system decisions increased by 22 percent when the fuzzy semi-Markov process is used over the classic semi-Markov process.

### 3.1.2. Non-Homogeneous Fuzzy Semi-Markov Process

The non-homogeneous fuzzy Markov renewable process is defined as [30] [31]:

\[
P\left[S_{i+1} = w_{j,i+1}, T_{i+1} \leq t \mid S^0, S^1, \ldots, S^n = w_i, T_0, T_1, \ldots, T_n = s \right] = P\left[S_{i+1} = w_{j,i+1}, T_{i+1} \leq t \mid S^0 = w_i, T_0 \right].
\]

(3.13)

where \( t \) represents the arrival time, but \( s \) represents the starting time. The associated non-homogeneous fuzzy semi-Markov kernel \( Q_{ij}(s, d_{ij}) \) for \( i \neq j \) is defined as follows [30] [32] [33]:

\[
Q_{ij}(s, d_{ij}) = P\left[S_{i+1} = w_{j,i+1}, T_{i+1} - T_i \leq d_{ij} \mid S^0 = w_i, T_0 = s, \ldots, T_j, S^0, T_0 \right] = P\left[S_{i+1} = w_{j,i+1}, T_{i+1} - T_i \leq d_{ij} \mid S^0 = w_i, T_0 = s \right].
\]

(3.14)

The fuzzy transition possibility of the non-homogeneous semi-Markov process is then represented by:

\[
q_{ij}(s) = \lim_{d_{ij} \to \infty} Q_{ij}(s, d_{ij}),
\]

(3.15)

where \( q_{ij} \) is the transition probability of the embedded fuzzy Markov chain in the process.

The process holds for a duration time \( d_{ij} \) in state \( i \) before transitioning to state \( j \). The conditional cumulative fuzzy probabilistic distribution function of holding-time \( d_{ij} \) in each state, given the subsequent state, is defined as follows:

\[
h_{ij}(s, d_{ij}) = P\left[T_{i+1} - T_i \leq d_{ij} \mid S^0 = w_i, T_0 = s \right].
\]

(3.16)

The fuzzy possibility that the process stays in state \( i \) for at least duration time \( d_i \), given state \( i \) entered at time \( s \) is then represented by [30] [33]:

\[
P_i(s, d_i) = \max_{j \neq i} \left\{ \min \left( P_j(s), h_{ij}(s, d_{ij}) \right) \right\}.
\]

(3.17)

Similar to Equation (3.11), Equation (3.17) represents a holding-time possibility mass function such that the system will spend \( d \) time-units in state \( i \), unconditional on the destination state, given state \( i \) entered at time \( s \).

### 4. Numerical Example

We now present a numerical example of multiyear water supply forecasts under the assumption that a pair of two random variables \( \{S_n, T_n\} \) follows a homogeneous fuzzy semi-Markov process (i.e., Equation (3.5) through (3.12)). The multiyear forecast associated with the severity and duration of droughts can be incorporated into a multiyear discrete stochastic programming model as shown in Equation (3.12).

---

6Profust reliability theory consists of two parts, the fuzzy part which considers vagueness in rangeland system failure and the probabilistic part which incorporates randomness of rangeland failure [6] [17].

7Multiyear water supply forecast is a forecast in \( d_{ij} = 1, d_{ij} = 2, d_{ij} = 3 \), etc. for all drought severities \( i = 1, 2, \ldots, n \).
If the $i$th severity does not transition to the $j$th severity within the first time unit, the Bernoulli experiment $y_i = 0$ repeats (i.e., $d_{ij} = 2$), such that the probability of the $i$th severity remains in exactly 2 time-units before transitioning to the $j$th severity is $h_i(2) = r_{ij} (1 - r_{ij})$, from Equation (3.9). If the $i$th severity does not transition to the $j$th severity in two time units, the Bernoulli experiment repeats until first success (i.e., until a transition from the $i$th severity to the $j$th severity occurs). The number of repetitions of this Bernoulli experiment until the first success is observed will have a geometric distribution, as described in (3.9). Suppose, for example, the observed holding-time of the $i$th severity before transitioning to the $j$th severity is 5 years (i.e., $d_{ij} = 5$); then $r_{ij} = 0.20$, which implies a 20 percent chance that severity $i$ will transition to severity $j$ in 5 years.

The cumulative possibility distribution of holding-time (i.e., duration) is then represented by the following possibility mass function:

$$ H_i(d_{ij}) = \sum_{m=1}^{d_{ij}} p_{i,m} (1 - r_{ij})^{m-1} = 1 - (1 - r_{ij})^{d_{ij}}, \text{ where } d_{ij} = 1, 2, \ldots \tag{4.1} $$

In our numerical example, we consider a set of three states: Normal weather (N), Mild/Moderate (MM) drought, and Severe/Extreme/Exceptional (SEE) drought conditions. Recall that each of these states is a fuzzy set, so each state contains a range of possible water allotments that have grades of membership. A fuzzy transition possibility matrix associated with three states is arbitrarily assigned as follows:

$$ P = \begin{bmatrix} N & MM & SEE \\ \begin{bmatrix} 0.4 & 0.4 & 0.2 \\ 0.3 & 0.5 & 0.2 \\ 0.4 & 0.3 & 0.3 \end{bmatrix} \end{bmatrix}. \tag{4.2} $$

Assuming that the holding time probability mass functions $h_i(d_{ij})$ follow a geometric distribution (Equation (3.9)), observed mean holding times are used to estimate the conditional cumulative possibility distribution of holding time (i.e., duration) associated with each transition probability are presented in Table 1. The holding-time cumulative distribution $H_i(d_{ij})$ (Equation (4.1)) is represented in matrix form as follows:

**Table 1. Transition probabilities and holding-time mass functions.**

<table>
<thead>
<tr>
<th>Equation</th>
<th>Transition probability</th>
<th>Observed mean duration</th>
<th>Holding-time mass function</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A.1)</td>
<td>$p_{11} = 0.4$</td>
<td>$\bar{d}_{i1} = 3$</td>
<td>$h_{i1}(d_{i1}) = \left(\frac{1}{3}\right)^{\frac{2}{3}}$</td>
</tr>
<tr>
<td>(A.2)</td>
<td>$p_{12} = 0.4$</td>
<td>$\bar{d}_{i1} = 4$</td>
<td>$h_{i2}(d_{i1}) = \left(\frac{1}{4}\right)^{\frac{3}{4}}$</td>
</tr>
<tr>
<td>(A.3)</td>
<td>$p_{13} = 0.2$</td>
<td>$\bar{d}_{i1} = 5$</td>
<td>$h_{i3}(d_{i1}) = \left(\frac{1}{5}\right)^{\frac{4}{5}}$</td>
</tr>
<tr>
<td>(B.1)</td>
<td>$p_{21} = 0.3$</td>
<td>$\bar{d}_{i2} = 3$</td>
<td>$h_{i2}(d_{i2}) = \left(\frac{1}{3}\right)^{\frac{2}{3}}$</td>
</tr>
<tr>
<td>(B.2)</td>
<td>$p_{22} = 0.5$</td>
<td>$\bar{d}_{i2} = 3$</td>
<td>$h_{i2}(d_{i2}) = \left(\frac{1}{3}\right)^{\frac{2}{3}}$</td>
</tr>
<tr>
<td>(B.3)</td>
<td>$p_{23} = 0.2$</td>
<td>$\bar{d}_{i2} = 4$</td>
<td>$h_{i3}(d_{i2}) = \left(\frac{1}{4}\right)^{\frac{3}{4}}$</td>
</tr>
<tr>
<td>(C.1)</td>
<td>$p_{31} = 0.4$</td>
<td>$\bar{d}_{i3} = 4$</td>
<td>$h_{i3}(d_{i3}) = \left(\frac{1}{4}\right)^{\frac{3}{4}}$</td>
</tr>
<tr>
<td>(C.2)</td>
<td>$p_{32} = 0.3$</td>
<td>$\bar{d}_{i3} = 5$</td>
<td>$h_{i3}(d_{i3}) = \left(\frac{1}{5}\right)^{\frac{4}{5}}$</td>
</tr>
<tr>
<td>(C.3)</td>
<td>$p_{33} = 0.3$</td>
<td>$\bar{d}_{i3} = 6$</td>
<td>$h_{i3}(d_{i3}) = \left(\frac{1}{6}\right)^{\frac{5}{6}}$</td>
</tr>
</tbody>
</table>

\(^{8}\)See Avrachenkov and Sanchez [25], Gildeh and Dadgar [34], Li and He [35], Mousavi et al. [20], and Sanchez [36] for fuzzy transition matrix, and Meenakshi and Kaliraja [37] for interval transition matrix.
In Equation (4.3), $H_{11}$ indicates that the probability of it taking $d_{11}$ or fewer years to be in normal weather (N) is $1 - \left( \frac{2}{3} \right)^{d_{11}}$. Similarly, the chance of it taking $d_{22}$ or fewer years to be in mild/moderate weather (MM) is $1 - \left( \frac{2}{3} \right)^{d_{22}}$ as shown in $H_{22}$. Lastly, the chance of it taking $d_{33}$ or fewer years to have very dry weather (SEE) is $1 - \left( \frac{5}{6} \right)^{d_{33}}$ as shown in $H_{33}$.

Alternatively, using the complementary cumulative distribution of waiting-time, one can say that the probability of it taking more than $d_{11}$ years for a period of normal weather (N) to transition to another period of normal weather (N) is $\left( \frac{2}{3} \right)^{d_{11}}$. Similarly, the probability of it taking more than $d_{32}$ years for a period of very dry weather (SEE) to transition to mild/moderate dry weather (MM) is $\left( \frac{4}{5} \right)^{d_{32}}$ (i.e., the complementary cumulative distribution of $H_{32}$).

**Comparison**

Due to the lagging and long-term effects of drought on vegetation and soil moisture, or on cropping choices due to agronomic constraints (e.g., rotations), the resilience of drought is equal to or longer than drought duration [38]. Therefore, economic impacts of individual years of drought may not necessarily be independent [3]. To compare multiyear drought probabilities between a conventional multiyear discrete stochastic program (which typically assumes the previous year’s state of nature does not influence the probability of future states of nature) and a multiyear homogeneous fuzzy semi-Markov process, the steady-state probabilities of the fuzzy transition matrix in Equation (4.2) are estimated as follows:

$$
\pi = \begin{bmatrix}
N & MM & SEE \\
1/3 & 1/3 & 1/3 \\
\end{bmatrix},
$$

(4.4)

where $\pi$ is a stationary distribution. The probabilities in Equation (4.4) represent $P_k$ ($k = 1, 2, 3$) in Equation (1.3). In a conventional discrete stochastic programming model, the probability of severe drought (SEE) in the first year, as well as in the second year, or any other year, is $1/3$, such that the probability of two consecutive years of severe drought is $\left( \frac{1}{3} \right)^2 = 0.1111$, while the probability of three consecutive years of severe drought is $\left( \frac{1}{3} \right)^3 = 0.0370$.

The possibility mass function of the holding-time spent in each weather condition in a fuzzy semi-Markov
process is estimated with Equation (3.11) and results are presented in Table 2. In contrast to a conventional discrete stochastic programming model, the possibility of two consecutive years of SEE drought condition is 0.1875, which is 69 percent higher than the probability assumed in a conventional multiyear discrete stochastic programming approach. As the duration of consecutive years of severe drought increases to three years, the possibility of holding time in a fuzzy semi-Markov process is 0.1406, which is 280 percent higher than the probability assumed in a conventional multiyear discrete stochastic programming approach, 0.0370.

Implementation of adequate measures to control or mitigate drought consequences is a major challenge for irrigators and other water users. Our numerical example, while stylized, demonstrates how economists can use fuzzy semi-Markov processes to incorporate uncertainty about both severity of drought (which necessitates fuzzy sets) and duration of a multiyear drought (which necessitates semi-Markov processes) in stochastic modeling by using a fuzzy semi-Markov process. Such model specification may improve representation of the economic effects of drought severity and duration on water users and the efficacy of alternative mitigation actions.

5. Summary

Drought conditions in a given location, typically characterized by severity and duration, evolve randomly through time. The adverse effects of multiyear severe drought on both water supply and the environment are expected to increase as water demand increases, especially in the West. Implementation of adequate measures to control or mitigate drought consequences is recognized as a major challenge to researchers and scientists involved in water resources management [38].

Researchers interested in modeling the economic effects of drought on water users often capture the stochastic nature of drought and its conditions via multiyear, stochastic economic models. Three major uncertainties in applying a multiyear discrete stochastic model to drought are the assumption of independence of yearly weather condition, linguistic vagueness of the term “drought”, and the duration of drought. One means of addressing these uncertainties is to recast these stochastic, multiyear processes using a fuzzy semi-Markov process. We have shown that how fuzzy semi-Markov processes can aid in the development of a more robust multiyear, discrete stochastic modeling approach. A simple but realistic numerical example is also given to help researchers envision how the theoretical properties of fuzzy semi-Markov processes can be applied.
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