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Abstract

Monetary policies, either actual or perceived, cause changes in monetary interest rates. These changes impact the economy through financial institutions, which react to changes in the monetary rates with changes in their administered rates, on both deposits and lendings. The dynamics of administered bank interest rates in response to changes in money market rates is essential to examine the impact of monetary policies on the economy. Chong et al. (2006) proposed an error correction model to study such impact, using data previous to the recent financial crisis. In this paper we examine the validity of the model in the recent time period, characterized by very low monetary rates. The current state of close-to-zero monetary rates is of particular relevance, as it has never been studied before. Our main contribution is a novel, more parsimonious, model and a predictive performance assessment methodology, which allows comparing it with the error correction model.
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1. Introduction

Monetary policies, such as variations in the official rate or liquidity injections, cause changes in monetary interest rates. These changes impact the economy mainly in an indirect way, through financial institutions, which react to changes in the monetary rates with changes in their administered rates, on both deposits and lendings. The dynamics of administered bank interest rates in response to changes in money market rates is essential to
examine the impact of monetary policies on the economy. This dynamics has been the subject of an extensive literature; the available studies differ, depending on the used models, the period under analysis and the geographical reference.

The relationship between market rates and administered rates is a complicated one and the evidence presented, thus far, is mixed and inconclusive. [1], for example, examines the deposit rate setting behaviour of commercial banks in the United States and finds that a) banks in more concentrated markets exhibit greater rates rigidity; b) larger banks exhibit less rates rigidity; and c) deposit rates are more rigid upwards than downwards. [2], similarly, finds that deposit rates are more rigid when they are below their equilibrium level than when they are above; his finding on lending rate adjustment, however, is mixed. [3] examines how the lending and deposit rates of four banks and three building societies respond to changes in the base rate set by the Bank of England and finds that a) there is very little evidence on the asymmetric nature of adjustments in both the deposit and lending rates; b) there is no systematic difference in the administered rate pricing dynamics of banks and building societies; and c) the adjustment speed for deposit rates is, on average, roughly the same as that for loan rates.

More recent papers on the same issue include: [4]-[12]. Among them, [5] and [8], who apply and extend [13] error correction model, have become reference papers, in both the academic and the professional field.

The empirical evidence contained in all the previous papers can be summarized in the following points: a) bank rates react with a partial and delayed change to changes in the monetary rates; b) the speed and the degree to which they follow these changes present substantial differences between the various categories of banking products and between different countries.

The previous conclusions have been obtained for a relatively stable time period, previous to the emergence of the recent financial crisis.

After 2008, however, we have witnessed substantial changes. From a macroeconomic viewpoint, monetary interest rates are now, in most developed economies, close to zero, or negative; from a microeconomic viewpoint, bank management has changed substantially, for the compression of interest margins and for the increase in regulatory capital requirements. The effects of the previous changes on the transmission of monetary policies have not been yet fully investigated. In particular, the current state of close-to-zero interest rates is of particular relevance, as it has never been studied before.

When monetary rates are close to zero, the error correction model, albeit formally elegant, does not well capture the dynamic of administered rates, which appears strongly inertial.

The need of adapting the error correction model to the current situation is very relevant, not only from a macroeconomic point of view, but also from a microeconomic bank perspective and, in particular, in the measurement of interest rate risk, and in the related asset and liability management policies. We refer to [14] for further details.

The aim of this paper is to broaden the error correction model of [5], in a predictive performance comparison framework. Our results show that the error correction model performs quite well in a predictive sense. We also show that a more parsimonious model, described by only one equation, rather than two, is not inferior in terms of predictive performance, and, therefore, represents a valid alternative.

Our proposed methods are applied to data from the recent period (1999-2014), of a southern European country, with a traditional banking sector: Italy.

The paper is structured as follows. Section 2 describes the proposed models and, in particular: Section 2.1 describes the error correction model; Section 2.2 motivates and introduces the new proposed model; Section 2.3 provides the predictive performance environment used to compare the two models; Section 2.4 presents our proposal for the allocation of on demand deposits. Section 3 shows the empirical evidence obtained from the application of the models and, in particular: Section 3.1 describes the available data; Section 3.2 presents the estimation results obtained when the models are applied to such data; Section 3.3 compares the models in predictive performance. Finally, Section 4 concludes with some final remarks.1

2. Methodology

2.1. The Error Correction Model

In line with the contribution of [5], the relationship between monetary rates and administered bank rates can be

[1] A more extended version of this paper can be found at http://economia.unipv.it/docs/dipeco/quad/ps/RePEc/pav/demwp/DEMWP0101.pdf.
analyzed with the use of the Error Correction Model (ECM), following the procedure proposed by [13]. The model is based on two equations. A long-run relationship provides a measure of how a change in the monetary rate is reflected in the bank rate. A short-run equation, which includes an error correction term, analyzes variations of the administered interest rates as a function of variations in the monetary rates.

Indeed, [5] extended [13] by allowing the effect of the error correction term to depend on its sign. Their complete model can be formalized as follows:

\[
\begin{align*}
BR_t &= k + \beta \cdot MR_t + \epsilon_t, \\
\Delta BR_t &= \alpha \cdot \Delta MR_t + \delta_1 (BR_{t-1} - \beta \cdot MR_{t-1} - k) + \delta_2 (BR_{t-1} - \beta \cdot MR_{t-1} - k) + u_t,
\end{align*}
\]

where

\[
\begin{align*}
\delta_1 &= 0 \quad \text{if } BR_{t-1} - \beta \cdot MR_{t-1} - k < 0, \\
\delta_2 &= \neq 0 \quad \text{otherwise}; \\
\delta_1 &= 0 \quad \text{if } BR_{t-1} - \beta \cdot MR_{t-1} - k > 0, \\
\delta_1 &= \neq 0 \quad \text{otherwise}.
\end{align*}
\]

In Equation (1), \(BR_t\) and \(MR_t\) represent, respectively, the bank administered rates and the monetary rates at time \(t\); \(\beta\) is a regression coefficient that gives a measure of the extent of the monetary rate transmitted on bank rates in a long-term perspective: in the case of \(\beta = 1\), the whole monetary rate is transmitted on the administered rate, while a value between 0 and 1 means that only a partial transmission mechanism occurs; \(k\) is a constant that synthetizes all other factors that, in addition to the dynamics of monetary rates, may affect the transmission mechanism of the monetary policy on bank rates as, for example, the market power and the efficiency of a bank; \(\epsilon\) is the error term of the long-run equation; \(\delta_1\) and \(\delta_2\) represent the adjustment speeds converge towards the equilibrium level; finally, \(u_t\) is the error term of the short-run equation.

### 2.2. The Proposed Model

The aim of this subsection is to propose a bank rate model that, while based on the ECM, is more parsimonious and, therefore, easier to interpret and manage. To achieve this aim we examine the main components of the error correction model, so to establish a statistical methodology for their simplification.

First, it is of interest to check whether the assumption of a double error correction coefficient, introduced by [5], is justified and strictly necessary. To check this point the previous model can be compared, in a hypotheses testing framework, with the following nested model:

\[
\begin{align*}
BR_t &= k + \beta \cdot MR_t + \epsilon_t, \\
\Delta BR_t &= \alpha \cdot \Delta MR_t + \delta (BR_{t-1} - \beta \cdot MR_{t-1} - k) + u_t.
\end{align*}
\]

Differently from Equation (1), the model in (2) contains only one adjustment speed, so it does not admit the possibility of an asymmetric convergence of the administered interest rate to its equilibrium level.

Second, the error correction model contains one equation for the level of administered interest rates, and one for its variations. The two can be analyzed separately, with the simple regression models:

\[
\begin{align*}
BR_t &= k + \beta \cdot MR_t + \epsilon_t, \\
\Delta BR_t &= k + \beta \cdot \Delta MR_t + u_t.
\end{align*}
\]

While model (3) explains the levels of banking rates in terms of the level of monetary ones, Equation (4) is a model for the variations of bank rates in terms of the variations of monetary rates. These models, albeit very simple, should be considered in practical applications, and compared in predictive performance with the error correction model, to check whether the latter can be simplified.

We anticipate that the above models are too simple to lead to a good predictive performance. However, the idea of replacing the error correction model with a one-equation one is tempting and, therefore, we now propose a one equation model that can be a valid competitor of the ECM. To achieve this aim we first examine the economic rationales behind the relationship we would like to investigate.

From a microeconomic viewpoint, as deposits are saving tools in competition with other instruments (such as
bonds), it seems quite reasonable to assume that banks decide on the administered rate looking primarily at its level. Starting from the level, one can always obtain its variation through differentiation. A second consideration concerns the determinants of administered bank levels. Again, it is reasonable to think that bank deposit rates depend on both the level and on the variation of monetary rates. A third assumption, particularly important when monetary rates are close to zero, is that the level of deposit rates depends on the previous level of the same quantity, to allow for a slow and partial reaction to monetary rate changes, given that deposit rates affect considerably the income of a bank.

A macroeconomic perspective confirms the previous assumption: in particular, that is correct to consider, as a response variable, the level of the administered rate and not its variations. This because the relevant response variable for an expansion/restriction effect on the economy is represented by the level of the rates; on the explanatory side, we can model administered rate levels as a function of changes in the monetary rates, but also of their levels, which remain important even when close to zero.

On the basis of the above economic rationales, our proposed model is the following:

\[ BR_t = k + \beta \cdot MR_{t-1} + \gamma \cdot \Delta MR_{t} + \delta \cdot BR_{t-1} + \epsilon_t. \]  \hfill (5)

The proposed model can be equivalently written in terms of the variations of the administered rates:

\[ \Delta BR_t = k + \beta \cdot MR_{t-1} + \gamma \cdot \Delta MR_{t} + (\delta - 1) \cdot BR_{t-1} + \epsilon'_t. \]  \hfill (6)

To improve interpretability, the proposed model can also be expressed in a differential form:

\[ \frac{dBR_t}{ds} = \beta \cdot \frac{dMR_t}{ds}_{t-\epsilon} + \gamma \cdot \frac{d^2MR_t}{ds^2}_{t-\epsilon} + \gamma \cdot \frac{dBR_t}{ds}_{t-\epsilon}. \]  \hfill (7)

The previous equation shows that the model can be interpreted as a “physical” description of the banking behavior in terms of deposit interest rates through its differentiation: the derivative of the bank administered rate depends both on the speed and on the acceleration/deceleration of monetary rates, as well as on the derivative of the administered rate with respect to its level in the previous time.

Note that the proposed model can be directly compared with the ECM with one adjustment speed. Comparing Equation (2) and Equation (5) it is clear that our proposal is a particular case of the latter, with some constraints on the parameters. By using the notational index 1 for the coefficients of the one-speed ECM and the index 2 for the coefficients referred to the proposed model, such constraints are the following:

\[
\begin{align*}
-\delta_1 k_1 &= k_2, \\
-\delta_1 \beta_1 &= \beta_2, \\
\alpha_1 &= \gamma_2, \\
\delta_1 + 1 &= \delta_2.
\end{align*}
\]  \hfill (8)

Note, in particular, that the last equation in (8) implies that \((\delta - 1)\) represents the adjustment speed to which bank administered rates react to changes in the monetary rates, equivalently as the parameters \(\delta_1\) and \(\delta_2\) of the Error Correction Model in [5].

A full comparison of our model with the ECM cannot be easily carried out in a statistical testing framework, as the two models are, evidently, not nested; however, they can be compared in terms of predictive performance and, for this purpose, the next subsection introduces an appropriate methodology.

A different comparison between the two models can be carried out by looking at their time dynamics. This is of particular interest in the context of interest rate risk modeling. For sake of simplicity we illustrate this comparison for the first three one-month rates and, then, for the general situation.

For the error correction model, we consider the case of \(\delta_1 \neq 0\); the other case of \(\delta_2 \neq 0\) can be obtained analogously, replacing \(\delta_1\) with \(\delta_2\). Then, assume that:

\[
\begin{align*}
\delta_1 &\neq 0, \\
BR(0) &= BR_0, \\
MR(0) &= MR_0;
\end{align*}
\]

then, for the first month ahead:
\[ BR_t = BR_0 + \Delta BR_t = BR_0 (1 + \delta \_i) + \alpha \Delta MR_t - \delta \beta MR_0 - \delta k. \]

For the second and the third month ahead, instead, we obtain:

\[ BR_2 = BR_t + \Delta BR_2 = BR_0 (1 + \delta \_i)^2 + \Delta MR_t (\alpha + \delta \_i \alpha - \delta \beta) - \delta \beta MR_0 (2 + \delta \_i) + \alpha \Delta MR_2 - 2 \delta k; \]

\[ BR_3 = BR_0 (1 + \delta \_i)^3 + \Delta MR_t (\alpha + \delta \_i (\alpha - \beta) (2 + \delta \_i)) - \delta MR_0 (\delta \beta [1 + \delta \_i (2 + \delta \_i) + 1] + \Delta MR_3 (\alpha - \delta \beta) - \delta k (3 + 2 \delta \_i). \]

For our proposed model, assuming the same initial values \( BR_0 \) and \( MR_0 \) for the bank and the monetary interest rates, we find the following equation for the first month ahead:

\[ BR_t = MR_0 \beta + \Delta MR_0 \gamma + BR_0 \delta + k. \]

whereas for the second and the third month ahead we obtain:

\[ BR_2 = MR_0 \beta (1 + \delta) + \Delta MR_0 (\beta + \delta \gamma) + \Delta MR_0 \gamma + BR_0 \delta^2 + k (1 + \delta); \]

\[ BR_3 = MR_0 \beta (1 + \delta + \delta^2) + \Delta MR_0 (\beta + \delta (\beta + \delta \gamma)) + \Delta MR_0 \gamma + BR_0 \delta^3 + k \delta (1 + \delta). \]

From the above calculations we can derive a general iterative formula for both models, in order to calculate bank interest rates at any time \( t (BR_t) \), as functions of the levels of bank rates at time \( t - 1 (BR_{t-1}) \).

For the error correction model such equation for the first month ahead is:

\[ BR_t = BR_{t-1} (1 + \delta) - \delta \beta \left[ MR_0 + \sum_{i=1}^{1-1} \Delta MR_i \right] + \alpha \Delta MR_t - \delta k. \] (9)

Similarly, for our proposed model we obtain:

\[ BR_t = \delta BR_{t-1} + \beta \left[ MR_0 + \sum_{i=1}^{1-1} \Delta MR_i \right] + \gamma \Delta MR_t + k. \] (10)

### 2.3. Predictive Performance Assessment

While the assumption of a double error correction coefficient can be easily tested against a one error correction model, other simplifications of the ECM model require a more general set-up. This can be provided, for example, by a predictive performance framework that we are going to illustrate in this subsection. Doing so, we can enrich the error correction model with a validation procedure that is, to our knowledge, not yet available in the literature.

In order to predict bank rates, we need to estimate reasonable future values of the monetary rates. Consistently with the literature, we assume that their variation follows a Wiener process.

More formally, assume that we want to predict the level of monetary rates for each of the next 12 months. Let \( \Delta MR_i \) indicate the variation of the monetary rate in a given month. We then assume that \( \Delta MR_i \) are independently and identically distributed Gaussian random variables, so that:

\[
\begin{align*}
\Delta MR_i &\sim N(0, \sigma^2) \\
\hat{MR}_i &= MR_{i-1} + \Delta MR_i & i = 1, \ldots, 12.
\end{align*}
\] (11)

Equation (11) describes a recursive procedure to obtain predictions of the monetary rates for a given year ahead, based on the Wiener process assumption. We can then insert the predicted monetary rates as regressor values in the models of the previous subsection and, thus, obtain predictions for the administered bank rates. In particular, for model (1) we obtain:

\[
\begin{align*}
\hat{BR}_i &= \hat{BR}_{i-1} + \Delta \hat{BR}_i, \\
\Delta \hat{BR}_j &= \alpha \cdot \Delta MR_j + \delta \left( \hat{BR}_{t-4} - \beta \cdot \hat{MR}_{t-4} - k \right) + \delta k \left( \hat{BR}_{t-4} - \beta \cdot \hat{MR}_{t-4} - k \right)
\end{align*}
\]
where

\[
\begin{cases}
\delta_1 = 0 & \text{if } \hat{BR}_{i-1} - \beta \cdot \hat{MR}_{i-1} - k < 0, \\
\delta_2 = 0 & \text{otherwise;}
\end{cases}
\]

\[
\begin{cases}
\delta_3 = 0 & \text{if } \hat{BR}_{i-1} - \beta \cdot \hat{MR}_{i-1} - k > 0, \\
\delta_1 = 0 & \text{otherwise.}
\end{cases}
\]

For model (5) we obtain that:

\[
\hat{BR}_i = k + \beta \cdot \hat{MR}_{i-1} + \gamma \cdot \Delta MR_i + \delta \cdot \hat{BR}_{i-1}.
\]

According to the standard cross-validation (backtesting) procedure, to evaluate the predictive performance of a model, we can compare, for a given time period, the predictions of monetary rates obtained with the previous equations with the actual values. To obtain a robust measurement we can indeed generate \(N\) scenarios of monetary rates, using (11), and obtain the corresponding bank rates, using either (1) or (5). On the basis of them we can calculate and approximate Monte Carlo expected values and variances of the predictions, as follows.

Let \(Y\) be a bank rate to be predicted at time \(i\), with unknown density function \(f_Y(y)\). The expected value of \(Y\) can then be approximated with

\[
E(Y) = \frac{1}{N} \sum_{k=1}^{N} Y^{(k)}, \tag{12}
\]

and its variance with

\[
\text{var}(Y) = \frac{1}{N} \sum_{k=1}^{N} \left[ Y^{(k)} - E(Y) \right]^2. \tag{13}
\]

In the next section we will use (12) and (13) to compare model predictive performances. Before proceeding, we would like to remark that the random number generation at the basis of the Monte Carlo algorithm is pseudo-random, and depends on an initial seed. Different seeds may lead to different results so that models can not be compared equally. We have thus decided to use the same random seed for all models, so that the differences in performances are not biased by the Monte Carlo random mechanism.

### 3. Data Analysis and Results

#### 3.1. Descriptive Analysis

The recent financial crisis has had a major impact on the banking sector and, in particular, has led to a change in the relationship between monetary and administered rates and, therefore, to the transmission mechanisms of monetary policies. In the Eurozone, characterized by one monetary authority (the European Central Bank) that regulates still fragmented national markets (see [15]), this effect is particularly evident: southern European countries, differently from what expected, have benefited very little from the drop of monetary rates that has followed the financial crisis.

To investigate the above issues we focus on a southern European country, Italy, for which the transmission of monetary impulses is particularly problematic, given the importance of the banking sector and the difficult economic situation.

Accordingly, we have collected monthly time series data on monetary rates and on aggregate bank deposits administered rates from the statistical database provided by the Bank of Italy, for the period ranging from January 1999 to December 2014.

For the purposes of our analysis, the monetary rate used in this paper is the 1-month Euribor. This choice has been based on the fact that this rate has a greater correlation with the administered bank rate with respect to the other monetary rates, such as the EONIA and the Euribor at 3 and 6 months, as can be seen in Table 1.

Figure 1 represents the time series of the chosen monetary rates, along with that of the aggregate administered bank rates on deposits, for the considered time period.

From Figure 1 note that both the administered and the monetary rates rapidly decreased in 2008 and 2009, while in the last two years they have remained quite stable and close to zero. Moreover, the two curves seem to have the same shape between 1999 and 2008, while the relationship between the two radically changes in the
Table 1. Correlation matrix between the EONIA rate, the Euribor rates and the Bank administered rate.

<table>
<thead>
<tr>
<th></th>
<th>EONIA</th>
<th>Euribor (1 m)</th>
<th>Euribor (3 m)</th>
<th>Euribor (6 m)</th>
<th>Bank rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>EONIA</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Euribor (1 m)</td>
<td>0.990</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Euribor (3 m)</td>
<td>0.980</td>
<td>0.995</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Euribor (6 m)</td>
<td>0.970</td>
<td>0.987</td>
<td>0.997</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>Bank rate</td>
<td>0.949</td>
<td>0.951</td>
<td>0.945</td>
<td>0.933</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Figure 1. The observed monetary and administered bank rates.

following years, leading to overlaps and different behaviors. In other words, the correlation pattern between the bank administered rate and the monetary rate shows a very heterogeneous behavior: before 2008 they seem to have a stable relationship; in 2008 they both dropped; after that time they look stable and close to zero, with a relationship that is indeed quite different from the one observed before the crisis.

To obtain further insights, in Figure 2 we present the histogram and the corresponding density estimate of the two rates.

Figure 2 reveals that bank administered interest rates are more concentrated around their mean value, while monetary rates are quite spread.

It is also interesting to compare the distributions of the variations of the two rates, represented in Figure 3.

From Figure 3 note that the variations of the administered bank rates are more concentrated around zero, while monetary rates seem to have broader variations. Indeed, the behavior of $AMR$ justifies the assumption of considering the variations of monetary interest rates as a Wiener process, so that they can be modeled according to Equation (11).

We have previously commented on the change in the relationship between the two rates, comparing the situation before and after 2009. This switching behavior can be easily seen by looking at the correlation between the rates and their variations. Table 2 shows the correlations between the rates and between their variations in the two periods (1999-2008) and (2009-2014), before and after the financial crisis.

From Table 2 note that the correlation between the levels of bank and monetary rates has decreased after 2009, while the correlation between the variations of the administered bank rates and those of the monetary rates has increased during the same period.
Table 2. Correlation matrix between rates and their variations, in different periods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$BR, MR$</td>
<td>0.95</td>
<td>0.71</td>
<td>0.96</td>
</tr>
<tr>
<td>$\Delta BR, \Delta MR$</td>
<td>0.43</td>
<td>0.83</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Figure 2. Distribution of the monetary and the administered bank rates.

Figure 3. Distribution of the variations of monetary and administered bank rates.

3.2. Model Estimates

For the models proposed in Sections 2.1 and 2.2 we now show the corresponding parameter estimates, considering the following four time series: a) data from 1999 to 2007; b) data from 1999 to 2008; c) data from 2009 to 2013; d) data from 1999 to 2013. This choice of data windows is consistent with the aim of investigating the
switching behaviour in the correlation structure of interest rates, which has occurred during the years 2008 and 2009. On the basis of this windows selection we intend to obtain predictions for the years 2008, 2009 and, finally, for the last available year, 2014. Predictions that can be compared with the actual occurred value, thus giving a measure of model predictive performance.

We now show the parameter estimates for all the considered models, including the two simple univariate linear models, and the four periods we have chosen. For each estimate we also report the corresponding t-value, and the $R^2$ contribution of each model.

Table 3 shows the parameter estimates for the error correction model proposed by [5] which, we recall, has two equations and, correspondingly, two $R^2$ measures.

From Table 3 note that, for the error correction model with two adjustment speeds, the results confirm a radical change in the relationship between the variables during the period under analysis: remembering that the long-run equation models the levels of interest rates, while the short-run equation is a function of the variations of the rates, it is clear that in the last few years the levels of the rates have become less and less important, while their variations have gained exploratory capacity.

Table 4 shows the parameter estimates for the error correction model with one adjustment speed.

From Table 4 note that the error correction model with only one adjustment speed shows results very similar to those reported in Table 3: in particular, it has similar $R^2$ values, meaning that this simplified version of the error correction model fits past data quite well and, therefore, it may suffice. As a further confirmation, it can be shown that the equality assumption $\delta_1 = \delta_2$ in the model proposed in [5] is rejected only in one of the four considered time windows.

Table 5 shows the parameter estimates for the simple linear model in terms of the levels of the bank interest rates.

From Table 5 note that the estimates obtained with the univariate linear model for interest rates are similar to those obtained by using the long-run equation of the error correction model.

**Table 3. Parameter estimates for the error correction model with two adjustment speeds.**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff.</td>
<td>t</td>
<td>Coeff.</td>
<td>t</td>
</tr>
<tr>
<td>$k$</td>
<td>-0.133</td>
<td>-3.426</td>
<td>-0.100</td>
<td>-2.542</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.351</td>
<td>29.741</td>
<td>0.341</td>
<td>29.425</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.107</td>
<td>4.412</td>
<td>0.0909</td>
<td>4.863</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>-0.286</td>
<td>-5.028</td>
<td>-0.288</td>
<td>-5.513</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>-0.209</td>
<td>-4.194</td>
<td>-0.220</td>
<td>-4.680</td>
</tr>
<tr>
<td>$R^2$ long</td>
<td>0.893</td>
<td>0.880</td>
<td>0.287</td>
<td>0.905</td>
</tr>
<tr>
<td>$R^2$ short</td>
<td>0.443</td>
<td>0.485</td>
<td>0.902</td>
<td>0.449</td>
</tr>
</tbody>
</table>

**Table 4. Parameter estimates for the error correction model with one adjustment speed.**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff.</td>
<td>t</td>
<td>Coeff.</td>
<td>t</td>
</tr>
<tr>
<td>$k$</td>
<td>-0.133</td>
<td>-3.426</td>
<td>-0.100</td>
<td>-2.542</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.351</td>
<td>29.741</td>
<td>0.341</td>
<td>29.425</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.111</td>
<td>4.620</td>
<td>0.096</td>
<td>5.300</td>
</tr>
<tr>
<td>$\delta$</td>
<td>-0.242</td>
<td>-6.388</td>
<td>-0.250</td>
<td>-7.132</td>
</tr>
<tr>
<td>$R^2$ long</td>
<td>0.893</td>
<td>0.880</td>
<td>0.287</td>
<td>0.905</td>
</tr>
<tr>
<td>$R^2$ short</td>
<td>0.437</td>
<td>0.480</td>
<td>0.822</td>
<td>0.444</td>
</tr>
</tbody>
</table>
Table 5. Parameter estimates for the linear model in terms of the levels of bank interest rates.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff.</td>
<td>t</td>
<td>Coeff.</td>
<td>t</td>
</tr>
<tr>
<td>$k$</td>
<td>−0.133</td>
<td>−3.426</td>
<td>−0.100</td>
<td>−2.542</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.351</td>
<td>29.741</td>
<td>0.341</td>
<td>29.425</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.893</td>
<td>0.880</td>
<td>0.287</td>
<td>0.905</td>
</tr>
</tbody>
</table>

Table 6 shows the parameter estimates for the simple linear model in terms of variations of bank interest rates.

From Table 6 it is clear that the univariate linear model for the variations of administered bank interest rates, calculated as a function of the variations of monetary rates, shows different results: first of all, the intercept term is not significant; secondly, $R^2$ values have an opposite trend with respect to those in Table 5, increasing during the last period. This result is a further confirmation of the changing regime after 2009.

Table 7 shows the parameter estimates for our proposed model.

Table 7 shows that our new model presents an interesting behaviour. For the whole period 1999-2013 all variables (apart from the intercept) are significant to describe the administered interest rates. But the situation changes if one concentrates on the first or on the second period: within the years 1999-2007 and 1999-2008 the variations of the monetary rates do not affect the level of bank rates; on the contrary, during the last period the only significant variable is the autoregressive component.

This is a clear evidence of the fact that, when rates are close to zero as in the last few years, administered interest rates are not affected by monetary rates, or by their variations, but, rather, they depend only on their past values.

3.3. Predictive Performances

After having estimated the coefficients of the different models we then predict monthly administered bank interest rates and their variations for 2008, 2009 and 2014, using a range of monetary rates scenarios, simulated from a Wiener process as previously described. In particular, for the 2014 prediction we performed the simulations by using the coefficients obtained both by considering the whole period (1999-2013) and the second part of the time range under examination (2009-2013). In Figure 4 a comparison between the predictions for 2014 (data from 1999 until 2013) obtained with the error correction model and our proposed model is shown.

As a measure of predictive performance we have calculated the root mean square errors of the predictions from all models. Here we present the prediction results in terms of variations of bank rates rather than on their levels. This because, in this case, all the predictions are more challenging, being the variations on a smaller scale.

In Table 8 the root mean square errors of the predicted variations of administered interest rates obtained with the error correction model and our proposed new model are reported.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff.</td>
<td>t</td>
<td>Coeff.</td>
<td>t</td>
</tr>
<tr>
<td>$k$</td>
<td>−0.133</td>
<td>−3.426</td>
<td>−0.100</td>
<td>−2.542</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.351</td>
<td>29.741</td>
<td>0.341</td>
<td>29.425</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.893</td>
<td>0.880</td>
<td>0.287</td>
<td>0.905</td>
</tr>
</tbody>
</table>

The first column of Table 8 refers to the prediction errors for the year 2008, obtained with the two selected models, and using coefficients estimated on data from 1999 to 2007. Similarly, the second and the third column report root mean square errors for 2009 and 2014. We decided to compare predictions on these crucial years because they represent the breaking points before and after which the relationship between the rates radically changes. The objective is thus to verify whether the two models can adapt to such strong variations in the underlying economic system. Note that the last two columns both refer to estimations for 2014, but the first one uses coefficients estimated only the second period data, while the second one is based on estimations on the entire period 1999-2013.

From the analysis of Table 8 some interesting conclusions emerge: a) both models predict quite well future variations of bank interest rates; b) the error correction model works better on the whole period and, most interestingly, c) our proposed model supplies great improvements for the crucial year 2009. This means that the new model is much more flexible than the Error Correction Model, and it is able to capture essential changes in the economy not only from an estimation fit point of view, as seen in the last subsection, but also in a predictive perspective.
Table 6. Parameter estimates for the linear model in terms of the variation of bank interest rates.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coeff.</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.149</td>
<td>0.131</td>
<td>0.278</td>
<td>0.162</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.219</td>
<td>0.254</td>
<td>0.683</td>
<td>0.341</td>
</tr>
</tbody>
</table>

Table 7. Parameter estimates for the proposed model.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coeff.</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( k )</td>
<td>-0.064</td>
<td>-0.061</td>
<td>0.077</td>
<td>-</td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.100</td>
<td>0.098</td>
<td>-</td>
<td>0.042</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.091</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.743</td>
<td>0.746</td>
<td>0.731</td>
<td>0.869</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.986</td>
<td>0.987</td>
<td>0.974</td>
<td>0.998</td>
</tr>
</tbody>
</table>

Table 8. A comparison between the root mean square errors of the predictions of \( \Delta BR \).

<table>
<thead>
<tr>
<th></th>
<th>2008</th>
<th>2009</th>
<th>2014</th>
<th>2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error correction model</td>
<td>0.055</td>
<td>0.171</td>
<td>0.016</td>
<td>0.003</td>
</tr>
<tr>
<td>Proposed model</td>
<td>0.065</td>
<td>0.069</td>
<td>0.014</td>
<td>0.018</td>
</tr>
</tbody>
</table>

Figure 4. The estimated variations of administered interest rates for 2014, obtained with the error correction model and with our proposed model by using coefficients calculated on the whole period 1999-2013.

4. Conclusions

The main contribution of this paper is the understanding and improvement of the Error Correction Model, used in standard professional practice to model variations of the administered bank rates as a function of monetary rates. We add to the model a predictive methodology that allows its validation, and propose a simpler to interpret one equation model that can be seen as a special case of the ECM itself.

We have shown the implications of our proposals on data for the aggregate Italian banking sector that concerns the recent period, characterized by a substantial shift in the relationship between monetary and bank rates, with the former getting close to zero.

Future research in this topic may involve the use of time-inhomogeneous stochastic differential equations and
dynamic linear models, in order to improve the model ability to adapt to dynamic changes.

From an applied viewpoint, it may be of interest to analyze the relationship between monetary and bank rates also on the asset side, and derive a spread measurement.

Finally, a further extension should consider the microeconomic impact of the found relationships on the probability of default of both financial and non financial corporations, enriched with a systemic correlation perspective.
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