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ABSTRACT
In this paper, deterministic and stochastic models for schistosomiasis involving four sub-populations are developed. Conditions are given under which system exhibits thresholds behavior. The disease-free equilibrium is globally asymptotically stable if \( R_0 < 1 \) and the unique endemic equilibrium is globally asymptotically stable when \( R_0 > 1 \). The populations are computationally simulated under various conditions. Comparisons are made between the deterministic and the stochastic model.
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1. Introduction
Schistosomiasis (Bilharzia or snail fever) remains a serious public health problem in the tropics and subtropics. There are about 240 million people worldwide infected and more than 700 million people live in endemic areas [1]. It probably originated around the Great Lakes of Central Africa and possibly spread to other parts of Africa, the west Indies and South America [2]. Human schistosomiasis is a parasitic disease caused by five species of the genus *Schistosoma* or flatworms: *Schistosoma mansoni*, *Schistosoma intercalatum*, *Schistosoma japonicum*, *Schistosoma mekongi* and *Schistosoma haematobium*. The three most widespread are *Schistosoma japonicum*, *Schistosoma haematobium* and *Schistosoma mansoni*. The large number of parasite eggs retained in the host tissues rather than shed in stools can cause the inflammatory reactions. Indeed, a study conducted in Sudan indicated that schistosomiasis depleted the blood hemoglobin levels to the extent that oxygen flowed to the muscles and the brain and impaired physical activity [3].

Several mathematical models for schistosomiasis disease have been done ([4-15] and the references therein). In [4], a SDE model for transmission of schistosomiasis was analyzed. That model assumes that human births and deaths are neglected. So, the computational work is involved in a computation of \( B\eta \) that one requires other schemes in which we solve an initial value problem.

In this paper, we derive an equivalent stochastic model for schistosomiasis infection which involves four sub-populations. This model allows the recruitments and the natural deaths of human. Additionally, the incidence forms are taken as general as possible. The paper is structured as follows: In Section 2, we present the schistosomiasis model while Section 3 provides the basic properties of the model. Section 4 provides an analysis of the full model. We construct a stochastic differential schistosomiasis model in Section 5. In Section 6, we derive an equivalent stochastic model. We describe a numerical method to solve the equivalent stochastic model in Section 7. Computational simulations are performed in Section 8 and finally, in the last section, we end with a conclusion.

2. Mathematical Model
Here we consider a relatively isolated community where there are no immigration or emigration. Additionally, we...
suppose that all newborns are susceptible and the infection does not imply death or isolation of the different hosts.

Then, according to Figure 1, we obtain the following system of four differential equations

\[ \begin{align*}
\frac{dH_i}{dt} &= b_i - d_i H_i - f(S_i, H_i) + \gamma H_i, \\
\frac{dH_s}{dt} &= f(S_i, H_i) - d_i H_i - \gamma H_i, \\
\frac{dS_i}{dt} &= b_i - d_i S_i - g(H_i, S_i), \\
\frac{dS_s}{dt} &= g(H_i, S_i) - d_i S_i,
\end{align*} \]

where

- \( H_i(t) \) is the size of the susceptible human population;
- \( H_s(t) \) is the size of the infected human population;
- \( S_i(t) \) is the size of the susceptible snails;
- \( S_s(t) \) is the size of the infected snails;
- \( b_i \) is the recruitment rate of human hosts;
- \( b_s \) is the recruitment rate of snacks;
- \( d_i \) is the per capita natural death rate of human hosts;
- \( d_s \) is the per capita natural death rate of snacks;
- \( \gamma \) is the treatment rate of human hosts;
- \( f \) is the infection function of susceptible snails due to infected human;
- \( g \) is the infection function of susceptible snails due to infected human.

We assume that the functions \( f \) and \( g \) satisfies the following assumptions.

- \( H_1 \) \( f \) and \( g \) are nonnegative \( C^1 \) functions on the nonnegative orthant.
- \( H_2 \) \( f(0, H_i) = f(S_i, 0) = 0 \) and \( g(0, S_i) = g(H_i, 0) = 0 \).\n
**Remark 2.1** \( f \) and \( g \) are two incidence functions which explain the contact between two species. Therefore, \( f \) and \( g \) are nonnegative. Note also that when there is no infected in the human and snail populations, then the incidence functions are equal to zero. The incidence functions are also equal to zero when there is no susceptible in the human and snail populations.

### 3. Model Basic Properties

In this section, we study the basic properties of the solutions of system (1).

**Theorem 3.1** [18] Let \( L : \mathbb{R}^n \to \mathbb{R} \) be a differentiable function and let \( X(x) \) be a vector field. Let \( a \in \mathbb{R} \) and let \( G = \{ x \in \mathbb{R}^n : L(x) \leq a \} \) be such that \( \nabla L(x) \neq 0 \) for all \( x \in L^i(a) = \{ x \in \mathbb{R}^n : L(x) = a \} \). If \( \langle X(x) | \nabla L(x) \rangle \leq 0 \) for all \( x \in L^i(a) \) then, the set \( G \) is positively invariant.

**Lemma 3.2** The system Equation (1) preserve the positivity of solutions.

**proof.** We start by proving that \( \{ (H_i, H_s, S_i, S_s) \in \mathbb{R}^4 : H_i \geq 0 \} \) is positively invariant. For that, let \( x = (H_i, H_s, S_i, S_s) \) and \( L(x) = -H_i \). \( L(x) \) is differentiable and \( \nabla L(x) = (0, -1, 0, 0) \neq 0 \) for all \( x \in L^i(0) = \{ x \in \mathbb{R}^4 : L(x) = 0 \} \).

The vector field on the set \( \{ (H_i, H_s, S_i, S_s) \in \mathbb{R}^4 : H_i = 0 \} \) is

\[ X(x) = \begin{bmatrix}
    b_i - f(S_i, H_i) - d_i H_i \\
    f(S_i, H_i) \\
    b_i - d_i S_i \\
    -d_i S_i
\end{bmatrix}. \]

We obtain \( \langle X(x) | \nabla L(x) \rangle = -f(S_i, H_i) \leq 0 \). Then, using Theorem 3.1, we conclude that \( \{ (H_i, H_s, S_i, S_s) \in \mathbb{R}^4 : H_i \geq 0 \} \) is positively invariant. Similarly we prove that \( \{ (H_i, H_s, S_i, S_s) \in \mathbb{R}^4 : H_s \geq 0 \} \), \( \{ (H_i, H_s, S_i, S_s) \in \mathbb{R}^4 : S_i \geq 0 \} \) and \( \{ (H_i, H_s, S_i, S_s) \in \mathbb{R}^4 : S_s \geq 0 \} \) are positively invariant.

**Lemma 3.3** Each nonnegative solution of model system (1) is bounded.

---

**Figure 1. Transfer diagram.**
Proof. Let \( H(t) = H_i(t) + H_s(t) \) and \( S(t) = S_i(t) + S_s(t) \). Then, adding the first two equations and the second two Equations of (1) respectively, we get
\[
H' \leq b_h - d_H \quad \text{and} \quad S' \leq b_s - d_s. \tag{3}
\]
According to [19], it follows that
\[
H(t) \leq \frac{b_h}{d_h} + \left( H(0) - \frac{b_h}{d_h} \right) e^{-d_H t}
\]
and
\[
S(t) \leq \frac{b_s}{d_s} + \left( S(0) - \frac{b_s}{d_s} \right) e^{-d_s t},
\tag{4}
\]
where \( H(0) = H_i(0) + H_s(0) \) and \( S(0) = S_i(0) + S_s(0) \).

Thus,
\[
\lim_{t \to +\infty} H(t) \leq \frac{b_h}{d_h} \quad \text{and} \quad \lim_{t \to +\infty} S(t) \leq \frac{b_s}{d_s}. \tag{5}
\]

Corollary 3.4 The set
\[
K = \left\{ (H_i(t), H_s(t), S_i(t), S_s(t)) \in \mathbb{R}_+^4 ; \right. \\
0 \leq H_i(t) + H_s(t) \leq \frac{b_h}{d_h}, \quad 0 \leq S_i(t) + S_s(t) \leq \frac{b_s}{d_s} \left. \right\}
\]
is invariant and attracting for system (1).

Theorem 3.5 For every nonzero, nonnegative initial value, solutions of model system (1) exist for all time \( t > 0 \).

Proof. Local existence of solutions follows from standard arguments since the right-hand side of system (1) is locally Lipschitz. Global existence follows from the a priori bounds. □

4. Reproduction Number and Equilibria

Analysis

In this section, we define the reproduction number and analyze the eventual equilibria. For that, let us denote
\[
f_1 = \frac{\partial f}{\partial S_i}(S_i, H_i), \quad f_2 = \frac{\partial f}{\partial H_i}(S_i, H_i),
\]
\[
g_1 = \frac{\partial g}{\partial S_i}(H_i, S_i), \quad g_2 = \frac{\partial g}{\partial H_s}(H_i, S_i).
\]
System (1) has a disease-free equilibrium (DFE) given by
\[
E_{DFE} = (H_i^0, 0, S_i^0, 0) = \left( \frac{b_h}{d_h}, 0, \frac{b_s}{d_s}, 0 \right).
\]

Proposition 4.1 The reproduction number for system (1) is
\[
R_0 = \frac{f_1(0, H_i^0) g_1(0, S_i^0)}{d_s (\gamma + d_s)}. \tag{6}
\]

Proof. We use the method in [20] to compute the reproduction number \( R_0 \).

Let \( X = (X_1, X_2) \), where \( X_1 = (H_i, S_i) \) is the healthy population and \( X_2 = (H_s, S_s) \), the infected population.

\[
\dot{X}_1 = \left[ \begin{array}{c} H_i \\ S_i \end{array} \right] = \left[ \begin{array}{c} f(S_i, H_i) - d_h H_i - \gamma H_i \\ g(H_i, S_i) - d_s S_i \end{array} \right]
\]
\[
= F(X_1, X_2) - V (X_1, X_2).
\]

Then,
\[
F = \frac{\partial F}{\partial X_2}(X_1, 0) = \left[ \begin{array}{c} 0 \\ f_1(0, H_i) \end{array} \right]
\]
and
\[
V = \frac{\partial V}{\partial X_2}(X_1, 0) = \left[ \begin{array}{c} d_s \gamma \\\n0 \end{array} \right].
\]

Hence,
\[
V^{-1} = \left[ \begin{array}{cc} 1 \\ 0 \end{array} \right] \quad \text{and} \quad FV^{-1} = \left[ \begin{array}{c} 0 \\ \frac{f_1(0, H_i)}{d_s} \end{array} \right].
\]

The basic reproduction number is defined as the dominant eigenvalue of matrix \( FV^{-1} \) [20]. Therefore,
\[
R_0 = \frac{f_1(0, H_i^0) g_1(0, S_i^0)}{d_s (\gamma + d_s)}. \tag{7}
\]

The basic reproduction number evaluate the average number of new infections generated by a single infected individual in a completely susceptible population.

Using Theorem 2 in [20], the following result is established.

Lemma 4.2 If \( R_0 < 1 \), then \( E_{DFE} \) is locally asymptotically stable.

Proof. Using the assumption \( H2 \), it follows that
\[
f_2(0, H_i) = 0 \quad \text{and} \quad g_2(0, S_i) = 0 \quad \text{for all} \quad H_i \quad \text{and} \quad S_i.
\]
Then, the linearization of system (1) at \( E_{DFE} \) gives the following equation
\[
(\lambda + d_i) (\lambda + d_s) [(\lambda + d_i) (\lambda + d_s + \gamma) - f_1(0, H_i^0) g_1(0, S_i^0)] = 0.
\]

We can see that all solution \( \lambda \) of Equation (6) have negative real part. Indeed, the Equation (6) has negative roots \( \lambda = -d_i, \quad \lambda = -d_s \) and other roots are given by
\[
(\lambda + d_i) (\lambda + d_s + \gamma) = f_1(0, H_i^0) g_1(0, S_i^0).
\]

Now, we suppose that there exists at least one root \( \lambda_i \) of the Equation (7) which have positive real part. According to Proposition 4.1, it follows that
\[ f_i(0,H_i^0)g_i(0,S_i^0) = R^0_i d_i (d_a + \gamma). \]

Since \( R_{bs} < 1 \), we obtain
\[ f_i(0,H_i^0)g_i(0,S_i^0) < d_i (d_a + \gamma) \leq |\lambda_i + d_i| |\lambda_i + d_a + \gamma|. \]

This show that the Equation (7) cannot have roots with positive real part. Hence, \( E_{DFE} \) is locally asymptotically stable according to Theorem 2 in [20].

Now, let us analyze the global behavior of the DFE. The global stability of the DFE will be studied using the basic reproduction number \( R_0 \). We first make the following additional assumption.

**H3** For all \( (H_i, H_j, S_i, S_j) \in \mathbb{R}_+^4 \), \( f(S_i, H_j) \leq f_i(0, H^0_i) S_i \) and \( g(H_i, S_j) \geq g_i(0, S^0_i) H_j \).

**Theorem 4.3** The disease-free equilibrium is globally asymptotically stable in \( K \) whenever \( R_{bs} < 1 \).

**Proof.** The proof is based on using a comparison theorem [21]. Note that the equations of the infected components in system (1) can be expressed as
\[ \begin{bmatrix} \frac{dH_i}{dt} \\ \frac{dS_i}{dt} \end{bmatrix} \leq (F-V) \begin{bmatrix} H_i \\ S_i \end{bmatrix}, \tag{8} \]

where \( F \) and \( V \), are defined in the proof of Proposition 1.

Using the fact that all the eigenvalues of the matrix \( F-V \) have negative real parts, it follows that the linearized differential inequality system (8) is stable whenever \( R_{bs} < 1 \). Indeed, we can see that all eigenvalues \( \lambda_i \) of the matrix \( F-V \) satisfy Equation (7). By the same reasoning as in the proof of Lemma 4.2, we deduce that, the eigenvalues of the matrix \( F-V \) have negative real parts since \( R_{bs} < 1 \).

Thus, \( (H_i(t), S_i(t)) \to (0,0) \) as \( t \to \infty \) for the system (8). Consequenly, by a standard comparison theorem [21], \( (H_i(t), S_i(t)) \to (0,0) \) as \( t \to \infty \) and substituting \( H_i = S_i = 0 \) into system (1) gives \( H_i \to H_i^0 \) and \( S_i \to S_i^0 \) as \( t \to \infty \).

Thus, \( (H_i(t), H_j(t), S_i(t), S_j(t)) \to (H_i^0, 0, S_j^0, 0) \) as \( t \to \infty \) for \( R_{bs} < 1 \). Therefore, \( E_{DFE} \) is globally asymptotically stable if \( R_{bs} < 1 \). \( \square \)

**Lemma 4.4** If \( R_0 > 1 \) then, \( E_{DFE} \) is unstable and there exists a unique endemic equilibrium \( \bar{E} = (\bar{H}_i, \bar{H}_j, \bar{S}_i, \bar{S}_j) \).

**Proof.** Let \( \bar{E} = (\bar{H}_i, \bar{H}_j, \bar{S}_i, \bar{S}_j) \). It follows that \( \bar{E} \) is a positive equilibrium if and only if
\[ \begin{align*}
    b_i - d_i \bar{H}_i - f(S_i, \bar{H}_i) + \gamma \bar{H}_i &= 0, \\
    f(S_i, \bar{H}_i) - d_i \bar{H}_i - \gamma \bar{H}_i &= 0, \\
    b_j - d_j \bar{S}_j - g(H_j, \bar{S}_j) &= 0, \\
    g(H_j, \bar{S}_j) - d_j \bar{S}_j &= 0. \tag{9}
\end{align*} \]

Adding the first two and the last two equations of system (9) respectively, we get
\[ b_i - d_i \bar{H}_i - d_i \bar{H}_j = 0 \quad \text{and} \quad b_j - d_j \bar{S}_j - d_j \bar{S}_j = 0. \]

Then,
\[ \bar{H}_i = \frac{b_i - d_i \bar{H}_j}{d_i} \quad \text{and} \quad \bar{S}_j = \frac{b_j - d_j \bar{S}_j}{d_j}. \]

Let
\[ h(S_i, \bar{H}_j) = f(S_i, \bar{H}_j) - d_i \bar{H}_j \]
\[ -(d_i + \gamma) \bar{H}_j - g(H_j, \bar{S}_j) - d_j \bar{S}_j. \]

We can see that the function \( h \) is continuous and so system (9) hold whenever \( h(S_i, \bar{H}_j) = 0 \). Therefore any zero of \( h \) in the set \( \left[ 0, \frac{b_i}{d_i} \right] \times \left[ 0, \frac{b_j}{d_j} \right] \) where \( \bar{H}_j \) and \( \bar{S}_j \) are positives corresponds to an endemic equilibrium.

According to **H2**, \( h(0,0) = 0 \) and \( h \left( 0, \frac{b_i}{d_i} \right) \times \left( 0, \frac{b_j}{d_j} \right)_0 \leq 0. \)

Then, in order to have a solution of equation \( h = 0 \) in \( \left[ 0, \frac{b_i}{d_i} \right] \times \left[ 0, \frac{b_j}{d_j} \right] \), \( h \) must increase at 0. This leads to
\[ \frac{dh}{dx_2} (0,0) > 0, \tag{10} \]
where \( X_2 \) is defined in the proof of Proposition 4.1. We can see that
\[ \frac{dh}{dx_2} (0,0) = f_i(0, S_i^0) - d_i - \gamma g_i(0, S_i^0) - d_i. \]

It follows from inequality (10) that
\[ f_i(0, S_i^0) - d_i - \gamma > 0 \]
and \( g_i(0, S_i^0) - d_i \geq 0 \)
or \[ f_i(0, S_i^0) - d_i - \gamma \geq 0 \]
and \( g_i(0, S_i^0) - d_i > 0. \)

Which implies that \( f_i(0, S_i^0) g_i(0, S_i^0) > d_i (d_i + \gamma) > 1 \), that is \( R_0 > 1 \). \( \square \)

To study the global behaviour of this endemic equilibrium, we second make this additional assumption.

**H4** For all \( (H_i, H_j, S_i, S_j) \in \mathbb{R}_+^4 \),
\[
\begin{align*}
1 & \leq \frac{f(S_t, H_t)}{H_t} \leq \frac{S_t}{S_i} \\
1 & \leq \frac{g(H_t, S_t)}{H_t} \leq \frac{S_t}{S_i}.
\end{align*}
\] (11)

and

\[
\begin{align*}
V_{n_t} &= g(H_t, S_t) h \left( \frac{H_t}{S_t} \right), \\
V_{n_t} &= g(H_t, S_t) h \left( \frac{H_t}{S_t} \right),
\end{align*}
\] (14)

\[
V_{n_t} = f(S_t, H_t) h \left( \frac{S_t}{S_i} \right).
\]

**Theorem 4.5** When \( \gamma = 0 \) and \( R_0 > 1 \), the endemic equilibrium \( E^* \) is globally asymptotically stable in \( K \).

**Proof.** If we consider the system (1) when \( R_0 > 1 \), there exists a unique endemic equilibrium \( E^* \). We now establish the global asymptotic stability of this endemic equilibrium. Evaluating both sides of (1) at \( E^* \) with

\[
\begin{align*}
b_t &= d_n \bar{H}_t + f(S_t, H_t), \\
d_n \bar{H}_t &= f(S_t, H_t), \\
b_t &= d_n \bar{S}_t + g(H_t, S_t), \\
d_n \bar{S}_t &= g(H_t, S_t).
\end{align*}
\] (12)

Let

\[
h(x) = x - 1 - \ln x
\] (13)

Using the first Equation of (12) to replace \( b_t \) gives

\[
\begin{align*}
dV_{n_t} &= g(H_t, S_t) \left( 1 - \frac{H_t}{H_i} \right) \left( d_n \bar{H}_t - H_t + f(S_t, H_t) - f(S_t, H_t) \right) \\
&= -d_n g(H_t, S_t) \left( H_t - \bar{H}_t \right)^2 + g(H_t, S_t) f(S_t, H_t) \left( 1 - f(S_t, H_t) \right) \left( 1 - \frac{H_t}{H_i} \right) \\
&= -d_n g(H_t, S_t) \left( H_t - \bar{H}_t \right)^2 + g(H_t, S_t) f(S_t, H_t) \left( 1 - \frac{H_t}{H_i} \right) \left( 1 - \frac{H_t}{H_i} \right) f(S_t, H_t) \left( 1 - \frac{H_t}{H_i} \right).
\end{align*}
\]

By adding and subtracting the quantity \( \frac{f(S_t, H_t) \bar{H}_t}{f(S_t, H_t) \bar{H}_t} \), we obtain

\[
\begin{align*}
\frac{dV_{n_t}}{dt} &= -d_n g(H_t, S_t) \left( H_t - \bar{H}_t \right)^2 + g(H_t, S_t) f(S_t, H_t) \left( \frac{\bar{H}_t}{H_i} + 1 + \ln \frac{\bar{H}_t}{H_i} \right) \\
+ \left( \frac{f(S_t, H_t) \bar{H}_t}{f(S_t, H_t) \bar{H}_t} \right) + \left( \frac{f(S_t, H_t) \bar{H}_t}{f(S_t, H_t) H_t} \right) - 1 - \ln \frac{f(S_t, H_t) \bar{H}_t}{f(S_t, H_t) H_t} \\
&= -d_n g(H_t, S_t) \left( H_t - \bar{H}_t \right)^2 + g(H_t, S_t) f(S_t, H_t) \left( -h \left( \frac{\bar{H}_t}{H_t} \right) - h \left( \frac{f(S_t, H_t)}{f(S_t, H_t) \bar{H}_t} \right) + h \left( \frac{f(S_t, H_t) \bar{H}_t}{f(S_t, H_t) \bar{H}_t} \right) \right)
\end{align*}
\] (16)
Next, we calculate \( \frac{dV_{hi}}{dt} \).

\[
\frac{dV_{hi}}{dt} = g(H_i, S_i) \left( 1 - \frac{H_i}{H} \right) \frac{dH_i}{dt} = g(H_i, S_i) \left( 1 - \frac{H_i}{H} \right) \left( f(S_i, H_i) - d_s H_i \right)
\]

\[
= g(H_i, S_i) \left( 1 - \frac{H_i}{H} \right) f(S_i, H_i) \left( \frac{f(S_i, H_i)}{f(S_i, H_i)} - d_s \frac{H_i}{H} \right).
\]

Using the second Equation of (12) to replace \( d_s H_i \) gives

\[
\frac{dV_{hi}}{dt} = f(\bar{S}_i, H_i) g(\bar{H}_i, \bar{S}_i) \left( 1 - \frac{H_i}{H} \right) \left( f(S_i, H_i) \frac{H_i}{H} \right) = f(\bar{S}_i, H_i) g(\bar{H}_i, \bar{S}_i) \left( 1 - \frac{H_i}{H} \right) f(S_i, H_i) \left( \frac{f(S_i, H_i)}{f(S_i, H_i)} \frac{\bar{H}_i}{\bar{H}} \right) + f(S_i, H_i).
\]

By adding and subtracting the quantity \( 1 + \ln \left( \frac{f(S_i, H_i)}{f(S_i, H_i)} \right) \), we obtain

\[
\frac{dV_{hi}}{dt} = f(\bar{S}_i, H_i) g(\bar{H}_i, \bar{S}_i) \left[ - \frac{H_i}{H} + 1 + \ln \frac{H_i}{H} \right] + \left( \frac{f(S_i, H_i)}{f(S_i, H_i)} \right) + 1 + \ln \left( \frac{f(S_i, H_i)}{f(S_i, H_i)} \right) \left[ - \frac{H_i}{H} - h \left( \frac{H_i}{H} \right) \right] + h \left( \frac{f(S_i, H_i)}{f(S_i, H_i)} \right).
\]

Now, we calculate \( \frac{dV_{si}}{dt} \).

\[
\frac{dV_{si}}{dt} = f(\bar{S}_i, H_i) \left( 1 - \frac{\bar{S}_i}{S_i} \right) \frac{dS_i}{dt} = f(\bar{S}_i, H_i) \left( 1 - \frac{\bar{S}_i}{S_i} \right) \left( b_s - d_s S_i - g(H_i, S_i) \right).
\]

Using the third Equation of (12) to replace \( b_s \) gives

\[
\frac{dV_{si}}{dt} = f(\bar{S}_i, H_i) \left( 1 - \frac{\bar{S}_i}{S_i} \right) \left( d_s (S_i - S_i) + g(H_i, S_i) - g(H_i, S_i) \right)
\]

\[
= -d_s f(\bar{S}_i, H_i) \left( \frac{S_i - \bar{S}_i}{S_i} \right) + f(\bar{S}_i, H_i) g(H_i, S_i) \left( 1 - \frac{g(H_i, S_i)}{g(H_i, S_i)} \right) \left( 1 - \frac{\bar{S}_i}{S_i} \right)
\]

\[
= -d_s f(\bar{S}_i, H_i) \left( \frac{S_i - \bar{S}_i}{S_i} \right) + f(\bar{S}_i, H_i) g(H_i, S_i) \left( 1 - \frac{g(H_i, S_i)}{g(H_i, S_i)} \right) \left( 1 - \frac{\bar{S}_i}{S_i} \right)
\]

By adding and subtracting the quantity \( 1 + \ln \left( \frac{g(H_i, S_i)}{g(H_i, S_i)} \right) \), we obtain

\[
\frac{dV_{si}}{dt} = -d_s f(\bar{S}_i, H_i) \left( \frac{S_i - \bar{S}_i}{S_i} \right) + f(\bar{S}_i, H_i) g(H_i, S_i) \left[ \frac{\bar{S}_i}{S_i} + 1 + \ln \frac{\bar{S}_i}{S_i} \right]
\]

\[
+ \left( \frac{g(H_i, S_i)}{g(H_i, S_i)} \right) + 1 + \ln \left( \frac{g(H_i, S_i)}{g(H_i, S_i)} \right) + \left( \frac{g(H_i, S_i)}{g(H_i, S_i)} \right) - 1 - \ln \left( \frac{g(H_i, S_i)}{g(H_i, S_i)} \right)
\]

\[
= -d_s f(\bar{S}_i, H_i) \left( \frac{S_i - \bar{S}_i}{S_i} \right) + f(\bar{S}_i, H_i) g(H_i, S_i) \left[ - \frac{\bar{S}_i}{S_i} - h \left( \frac{g(H_i, S_i)}{g(H_i, S_i)} \right) \right] + h \left( \frac{g(H_i, S_i)}{g(H_i, S_i)} \right).
\]
After that, we evaluate \( \frac{dV}{dt} \).

\[
\frac{dV}{dt} = f(\bar{S}, \bar{R}) \left( 1 - \frac{S}{S_i} \right) \frac{dS_i}{dt}
\]

\[
= f(\bar{S}, \bar{R}) \left( 1 - \frac{S}{S_i} \right) \left( g \left( H_i, S_i \right) - d S_i \right)
\]

\[
= f(\bar{S}, \bar{R}) \left( 1 - \frac{S}{S_i} \right) \left( g \left( H_i, \bar{S} \right) g (H_i, S_i) - d S_i \frac{S_i}{S} \right).
\]

Using the last Equation of (12) to replace \( d S_i \) gives

\[
\frac{dV}{dt} = \left[ \left( - \frac{S}{S_i} + 1 + \ln \frac{S}{S_i} \right) \right]
\]

\[
+ \left( - \frac{g \left( H_i, S_i \right) S_i}{g \left( \bar{R}, \bar{H} \right) S_i} \right) + \ln \frac{g \left( H_i, S_i \right) S_i}{g \left( \bar{R}, \bar{H} \right) S_i} \left( g \left( H_i, S_i \right) - 1 - \ln \frac{g \left( H_i, S_i \right) S_i}{g \left( \bar{R}, \bar{H} \right) S_i} \right)
\]

\[
= f(\bar{S}, \bar{R}) g \left( \bar{R}, \bar{S} \right) \left[ -h \left( \frac{S}{S_i} \right) - h \left( \frac{g \left( H_i, S_i \right) S_i}{g \left( \bar{R}, \bar{H} \right) S_i} \right) + h \left( \frac{g \left( H_i, S_i \right) S_i}{g \left( \bar{R}, \bar{H} \right) S_i} \right) \right]
\]

Combining equations (16)-(19), we obtain

\[
\frac{dV}{dt} = -d_s g \left( \bar{R}, \bar{S} \right) \left( \frac{H_t - \bar{R}}{H_t} \right)^{2} - d_s f \left( \bar{R}, \bar{S} \right) \frac{S - \bar{S}}{S} + g \left( \bar{R}, \bar{S} \right) \frac{f \left( \bar{S}, \bar{R} \right)}{\bar{S}} - h \left( \frac{S}{S_i} \right) + h \left( \frac{g \left( H_i, S_i \right) S_i}{g \left( \bar{R}, \bar{H} \right) S_i} \right)
\]

\[
- h \left( \frac{g \left( H_i, S_i \right) S_i}{g \left( \bar{R}, \bar{H} \right) S_i} \right) - h \left( \frac{f \left( S_i, H_i \right) \bar{R} i}{f \left( \bar{S}, \bar{R} \right) H_i} \right) - h \left( \frac{\bar{R}}{H_i} \right) - h \left( \frac{g \left( H_i, S_i \right) S_i}{g \left( \bar{R}, \bar{H} \right) S_i} \right)
\]

Since the function \( h \) is monotone on each side of \( 1 \) and is minimized at \( 1 \), \( H4i \) implies

\[
\frac{dV}{dt} \leq 0,
\]

for all \( \left( H_i, H_t, S_i, S_t \right) \in K \) with equality only for \( H_i = \bar{R}_i, H_t = \bar{R}, S_i = \bar{S}_i \) and \( S_t = \bar{S} \).

Hence, the endemic equilibrium \( \bar{E} \) is the only positively invariant set of the system (0.1) contained in \( \left( H_i, H_t, S_i, S_t \right) \in \mathbb{R}_+^4; H_i = \bar{R}_i, H_t = \bar{R}, S_i = \bar{S}_i, S_t = \bar{S} \).

Then, it follows that \( \bar{E} \) is globally asymptotically stable on \( K \) [22]. □

5. Stochastic Differential Equation Model

To derive a stochastic model, we apply a similar procedure to that described in Allen [23]. Here, we neglect the possibility of multiple events of order \( (\Delta t)^\gamma \). The possible changes in the populations over a short time \( \Delta t \), concern individual births, deaths and transformation. These changes are produced in Table 1, together with their corresponding probability. Let’s denote this change by \( \eta = (\Delta H_t, \Delta H_i, \Delta S_i, \Delta S_t)^\gamma \).

Neglecting terms of the order \( (\Delta t)^\gamma \), the mean of system (0.1) is given by

\[
E(\eta) = \sum_{i=1}^{10} P(\eta) = \begin{pmatrix}
\frac{b_i - d_i H_i - f(S_i, H_i) + \gamma H_i}{g(H_i, S_i) - d S_i} \\
\frac{f(S_i, H_i) - d_i H_i - \gamma H_i}{g(H_i, S_i) - d S_i}
\end{pmatrix}
\]

\( \Delta t = \mu \Delta t \).
Table 1. Possible changes in the population.

<table>
<thead>
<tr>
<th>Change</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta = (1,0,0,0) )</td>
<td>( P = b_1 \Delta t )</td>
</tr>
<tr>
<td>( \eta = (-1,0,0,0) )</td>
<td>( P = d_1 H \Delta t )</td>
</tr>
<tr>
<td>( \eta = (-1,1,0,0) )</td>
<td>( P = f(S_i, H_i) \Delta t )</td>
</tr>
<tr>
<td>( \eta = (0,1,0,0) )</td>
<td>( P = d_2 H \Delta t )</td>
</tr>
<tr>
<td>( \eta = (1,1,0,0) )</td>
<td>( P = \gamma H \Delta t )</td>
</tr>
<tr>
<td>( \eta = (0,0,1,0) )</td>
<td>( P = d_3 S \Delta t )</td>
</tr>
<tr>
<td>( \eta = (1,0,1,0) )</td>
<td>( P = g(H_i, S_i) \Delta t )</td>
</tr>
<tr>
<td>( \eta = (0,0,0,1) )</td>
<td>( P = d_4 S \Delta t )</td>
</tr>
<tr>
<td>( \eta = (0,0,0,0) )</td>
<td>( P_e = 1 - \sum P )</td>
</tr>
</tbody>
</table>

Further, the covariance matrix of system (1) is given by

\[
E(\eta \eta^T) = \sum_{i=1}^{10} P_i \eta_i \eta_i^T = \begin{pmatrix}
B_{11} & B_{12} & 0 & 0 \\
B_{12} & B_{22} & 0 & 0 \\
0 & 0 & B_{33} & B_{34} \\
0 & 0 & B_{34} & B_{44}
\end{pmatrix} \Delta t = B \Delta t,
\]

where

\[
\begin{align*}
B_{11} &= b_1 + d_1 H + f(S_i, H_i) + \gamma H_i, \\
B_{22} &= f(S_i, H_i) + d_2 H + \gamma H_i, \\
B_{12} &= -f(S_i, H_i) - \gamma H_i, \\
B_{33} &= b_3 + d_3 S + g(S_i, H_i), \\
B_{44} &= -g(S_i, H_i) + d_4 S, \\
\end{align*}
\]

and

\[B_{14} = g(S_i, H_i) + d_4 S.\]

Note that it has been proved in [23] that the changes \( \eta \) are normally distributed. Then,

\[
Y(t + \Delta t) = Y(t) + \eta \iff Y(t + \Delta t) = Y(t) + \mu \Delta t + \sqrt{B} \Delta \gamma,
\]

where \( \gamma_i \in N(0,1) \) for \( i = 1,2,\ldots,4 \).

Furthermore, as \( \Delta t \to 0 \), \( Y(t) \) converges strongly to the solution of the stochastic system

\[
\frac{dY(t)}{dt} = \mu(Y(t)) + \sqrt{B(Y(t))} \frac{dW(t)}{dt},
\]

where \( Y(t) = (H_i, H_i, S_i, S_i)^T \) and \( W(t) \) is the four-dimensional Wiener process [23].

The computational work of Equation (24) involves the calculation of the quantity \( \sqrt{B(Y(t))} \) at each time step [24,25]. This procedure is often cumbersome. In the next section, we derive an equivalent stochastic model which seem to be easier to implement.

6. Equivalent Stochastic Differential Equation Model

In this section, we develop a stochastic model to examine the changes occurred on each vector individually. Unless we say otherwise, we adopt the vectors defined in the previous section but here the Poisson processes \( (P) \) are used to establish the different probabilities as mean times before occurrence. Then, we have

\[
\begin{align*}
\Delta H_i &= u_1 - u_2 - u_3 + u_4, \\
\Delta H_i &= u_5 - u_4 - u_6, \\
\Delta S_i &= u_6 - u_5 - u_7, \\
\Delta S_i &= u_8 - u_9,
\end{align*}
\]

where

\[
\begin{align*}
u_1 &\sim P(b_1 \Delta t), u_2 \sim P(d_1 H \Delta t), \\
u_3 &\sim P(f(S_i, H_i) \Delta t), u_4 \sim P(\gamma H \Delta t), \\
u_5 &\sim P(d_2 H \Delta t), u_6 \sim P(d_3 S \Delta t), u_7 \sim P(d_4 S \Delta t), \\
u_8 &\sim P(g(H_i, S_i) \Delta t), u_9 \sim P(d_5 S \Delta t).
\end{align*}
\]

We now normalize the Poisson process to get

\[
\begin{align*}
\Delta H_i &= b_1 \Delta t + \sqrt{d_1 H \Delta t} - d_2 H \Delta t - \sqrt{d_1 H \Delta t} \Lambda_1, \\
-f(S_1, H_1) \Delta t - f(S_2, H_2) \Delta t &\Lambda_1 + \gamma H_1 \Delta t + \sqrt{\gamma H_1 \Delta t} \Lambda_2, \\
\Delta H_i &= f(S_1, H_1) \Delta t + \sqrt{f(S_1, H_1) \Delta t} \Lambda_1, \\
-d_3 H_1 \Delta t - d_4 H_1 \Delta t &\Lambda_2 - \gamma H_1 \Delta t - \sqrt{\gamma H_1 \Delta t} \Lambda_3, \\
\Delta S_i &= b_3 \Delta t + \sqrt{b_3 \Delta t \Lambda_6} - d_3 S \Delta t - \sqrt{d_3 S \Delta t} \Lambda_3, \\
-g(H_1, S_1) \Delta t - -g(H_1, S_1) \Delta t &\Lambda_3 + \sqrt{g(H_1, S_1) \Delta t} \Lambda_4, \\
-d_4 S \Delta t - d_4 S \Delta t &\Lambda_4, \quad (26)
\end{align*}
\]

where \( \Lambda_i \in N(0,1) \) for \( i = 1,2,\ldots,9 \). Then, as \( \Delta t \to 0 \), the system (26) converges to the following Itô stochastic differential equation [24]

\[
\begin{align*}
\frac{dH_i}{dt} &= (b_1 - d_1 H_i - f(S_i, H_i) - \gamma H_i) dt + \sqrt{d_1 H_i} dW_1 \\
&- \sqrt{d_1 H_i} dW_2 - \sqrt{f(S_i, H_i)} dW_1 + \sqrt{\gamma H_i} dW_3, \\
\frac{dH_i}{dt} &= f(S_i, H_i) - d_2 H_i - \gamma H_i dt + \sqrt{f(S_i, H_i)} dW_1 \\
&- \sqrt{\gamma H_i} dW_2 - \sqrt{d_2 H_i} dW_3, \\
\frac{dS_i}{dt} &= (b_3 - d_3 S_i - g(H_1, S_1)) dt + \sqrt{d_3 S_i} dW_1 \\
&- \sqrt{d_3 S_i} dW_2 - \sqrt{g(H_i, S_i)} dW_3, \\
\frac{dS_i}{dt} &= -d_4 S_i dt + \sqrt{g(H_i, S_i)} dW_1 \\
&- \sqrt{d_4 S_i} dW_2 - \sqrt{d_4 S_i} dW_3. 
\end{align*}
\]

(27)

System (27) can be rewritten as follows.
\[
\frac{dY(t)}{dr} = \mu(Y(t)) + G \frac{dW(t)}{dr},
\]

where \( Y(t) \) and \( \mu \) are the same as in system (24), \( W \) is the nine-dimensional Wiener process and \( G \) is defined by

\[
G = \begin{bmatrix}
G_1 & -G_2 & -G_3 & G_4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & G_3 & -G_4 & G_5 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & G_6 & -G_7 & -G_8 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & G_9 & -G_9 \\
\end{bmatrix}.
\]

for \( k = 0,1,2,\cdots \) until the maximum time is reached. Here, \( \eta_{i,k} \) for \( i = 1,2,\cdots,9 \) and \( k = 0,1,2,\cdots \) are normally distributed numbers with zero mean and unit variance.

8. Computational Simulations

In this section, computational simulations are given for the models described in the previous sections. Here, two different cases of computational simulations were studied: in the first case \( R_0 < 1 \) while in the second case \( R_0 > 1 \). In the computations, the functions \( f \) and \( g \) are chosen as follows: \( f(S_i, H_i) = \beta S_i H_i \) and \( g(H_i, S_i) = \alpha H_i S_i \) (mass action), where \( \beta \) is the rate of infection of hosts by cercaria released by an infected snail and \( \alpha \) is the infection rate of snails by miracidia of the parasite eggs of an infected human.

The parameters values used are given as: \( d_s = 0.014 \) (human beings average life span = 70 years = 1/\( d_s \)), \( b_h = 14 \) (the carrying capacities of human population is 1000), \( d_s = 0.2 \) (snails average life span is 2 - 8 years), \( b_s = 400 \) (the carrying capacities of snails population is 2000), \( \alpha = 0.0004 \) [26], \( \beta = 0.000027 \) [26]. The treatment rate \( \gamma \) in the first case is 0.1 which give \( R_0 = 0.97 \). In the second case the treatment rate is chosen as 0.05 to have \( R_0 = 1.29 \). The initial values of the population sizes are taken as \( H_i(0) = 600 \), \( H_i(0) = 400 \), \( S_i(0) = 1300 \), \( S_i(0) = 700 \). The time step \( h \) was chosen as \( h = 0.3 \) year and the final time was taken as 300 years. These figures are produced by Matlab.

Table 2. Mean and standard deviation for the ODE epidemic model (1) and the SDE epidemic model (1) at \( t = 300 \) years where \( R_0 = 0.97 \).

<table>
<thead>
<tr>
<th>Models</th>
<th>Variables (X)</th>
<th>E(X)</th>
<th>( \sigma(X) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ODE (1)</td>
<td>( H_i )</td>
<td>992.25</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( H_i )</td>
<td>7.74</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( S_i )</td>
<td>1968.63</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( S_i )</td>
<td>31.36</td>
<td>0</td>
</tr>
<tr>
<td>SDE (28)</td>
<td>( H_i )</td>
<td>993.21</td>
<td>32.49</td>
</tr>
<tr>
<td></td>
<td>( H_i )</td>
<td>6.44</td>
<td>9.44</td>
</tr>
<tr>
<td></td>
<td>( S_i )</td>
<td>1985.71</td>
<td>719.28</td>
</tr>
<tr>
<td></td>
<td>( S_i )</td>
<td>26.12</td>
<td>38.78</td>
</tr>
</tbody>
</table>

Figure 2 illustrates the deterministic model (1) and the equivalent stochastic model (28) when \( R_0 < 1 \). We can see that, in the Figure 2 the trajectory of deterministic and stochastic graphs are approximately the same behaviour. Indeed, the parasite extinction is effective if \( R_0 < 1 \).

Figure 3 depict the deterministic model (1) and the equivalent stochastic model (28) when \( R_0 > 1 \). In Figure 3 we can observe that, the features of deterministic graph are similar to those of the stochastic graph, namely the parasite extinction is unlikely for this two models when \( R_0 > 1 \).

Table 2 and Table 3 below contains the results that supports the comparison we made about the...
9. Conclusion

An ordinary differential equation model and a corresponding equivalent stochastic differential equation model for schistosomiasis were studied. Four sub-populations were modelled: susceptible human, infected human, susceptible snails and infected snails. A threshold number was exhibited. Computational simulations were presented. The behavior of the deterministic and equivalent stochastic models are approximately the same. For the deterministic and equivalent stochastic models
the disease dies out for $R_0 < 1$ and the disease limits to an endemic equilibrium when $R_0 > 1$.
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Table 3. Mean and standard deviation for the ODE epidemic model (1) and the SDE epidemic model (28) at $t = 300$ years where $R_0 = 1.29$.

<table>
<thead>
<tr>
<th>Models</th>
<th>Variables ($X_i$)</th>
<th>$E(X_i)$</th>
<th>$\sigma(X_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ODE (0.1)</td>
<td>$S_i$</td>
<td>1456.71</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$H_i$</td>
<td>543.28</td>
<td>0</td>
</tr>
<tr>
<td>SDE (0.28)</td>
<td>$S_i$</td>
<td>1474.13</td>
<td>451.02</td>
</tr>
<tr>
<td></td>
<td>$S_i$</td>
<td>532.71</td>
<td>148.20</td>
</tr>
</tbody>
</table>