High-Precision Numerical Scheme for Vortical Flow

Kei Ito¹*, Tomoaki Kunugi², Hiroyuki Ohshima¹

¹Advanced Nuclear System Research and Development Directorate, Japan Atomic Energy Agency, Ibaraki, Japan
²Department of Nuclear Engineering, Kyoto University, Kyoto, Japan
Email: *ito.kei@jaea.go.jp

Received June 10, 2013; revised July 10, 2013; accepted July 17, 2013

ABSTRACT

In this study, a new high-precision numerical simulation scheme for vortical flows (vortex-based scheme) is proposed. This scheme identifies a vortical flow in each computational cell, and then, reconstructs a vortical velocity distribution based on the Burgers vortex model. In addition, a pressure distribution in the vicinity of the vortex center is also reconstructed. The momentum transfer is calculated with the reconstructed velocity and pressure distributions, and therefore, the vortex-based scheme can simulate vortical flows more accurately than the conventional schemes. In fact, as the simulation result of inviscid vortex attenuation problem, the vortex-based scheme shows lower simulation error compared to the conventional discretization schemes. Moreover, also in the numerical simulation of the quasi-steady vortical flow, the simulation accuracy of the vortex-based scheme is superior to those of the conventional schemes.
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1. Introduction

Vortex cavitation can be observed in various engineering scenes, e.g. pump sump. However, in usual, the occurrence of the vortex cavitation is not favorable because the vibration of structural components and/or the noise can be induced by the vortex cavitation. Moreover, the cavitation bubbles generated at the vortex core may damage a structural surface when they collapse. Also in sodium-cooled fast reactors [1], the sub-surface vortex cavitation might be induced by high-speed suction flow into an outlet pipe in the reactor vessel. However, the onset condition of the vortex cavitation cannot be clarified easily because the vortex cavitation shows highly complicated behaviors associated with phase change. Therefore, the authors have conducted experimental and numerical studies to evaluate the onset condition of the vortex cavitation. As the experimental study, a fundamental experiment is conducted to investigate the influence of the dynamic viscosity on the onset condition [2], and some scale model tests are also conducted to check the dependency on the local structural geometry and the effect of countermeasure obstacles [3]. On the other hand, in the numerical study, a high-precision simulation algorithm for sub-surface vortex flows is under development, in which a unstructured mesh scheme is employed to model accurately the local structural geometry near a sub-surface vortex.

The high-precision numerical simulation algorithm is developed originally for the evaluation of gas entrainment phenomena in sodium-cooled fast reactors [4-6]. Currently, it is confirmed this algorithm can simulate the gas entrainment phenomena caused by free surface vortices, that is, dynamic vortex behaviors, i.e. vortex development, movement and attenuation, can be simulated. Therefore, the algorithm is considered to be applicable to numerical simulations of the vortex cavitation. However, the numerical simulation of the vortex cavitation is not easy because the sub-surface vortex has highly thin vortex core compared to the free surface vortex. In other words, it is very difficult to reproduce the velocity distribution at the vicinity of the core of the sub-surface vortex. In this case, a very fine mesh at the vicinity of the vortex core and/or a high-precision numerical simulation scheme should be employed to simulate the sub-surface vortex accurately. A very fine mesh is easy to be constructed but requires high computational cost which may exceeds the limit of usable computational resource. Therefore, a high-precision numerical simulation scheme is necessary to simulate the sub-surface vortex accurately. Here, it should be noted the implementation of well-known high order (more than 2nd order) schemes, e.g. K-K scheme [7] are difficult on unstructured meshes because of irregular computational cell arrangement.
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In this paper, a high-precision simulation scheme for vortical flows on unstructured meshes is presented. In conventional schemes, the velocity distribution between computational cells is interpolated with the constant, linear or higher order functions based on the discrete values defined at the cells, and therefore, the existence of a vortical flow is considered indirectly through the velocity distribution around the vortex. On the other hand, in our new high-precision scheme, a vortical flow is identified in each cell and the vortical velocity distribution at the vicinity of the vortex center is reconstructed locally based on the Burgers vortex theory [8]. Namely, the existence of a vortical flow is considered directly in the new high-precision scheme. In this sense, this new scheme is called “the vortex-based scheme” in this paper. In addition to the velocity distribution, the pressure distribution at the vicinity of the vortex center is also considered based on the Burgers vortex theory to simulate accurately the mechanical balance between pressure gradient and centrifugal force. Then, the calculations of momentum transport through cell faces are performed in consideration of the reconstructed velocity and pressure distributions. The superiority of the vortex-based scheme to the conventional schemes is confirmed by the fundamental verifications, such as the numerical simulation of vortex attenuation.

2. Formulation of High-Precision Numerical Scheme for Vortical Flow (Vortex-Based Scheme)

2.1. The Identification of a Vortical Flow in Each Computational Cell

In the vortex-based scheme, the existence of a vortical flow is considered directly. Therefore, in the first place of the calculation, vortical flows are identified by applying the discriminant [9,10] to each computational cell. Namely, a vortex center exists in a cell when the following discriminant is satisfied in the cell.

\[ D = 4Q^3 - 27R^2 < 0, \]  

where \( Q \) and \( R \) are the second and third invariants of the velocity gradient tensor \( A_y = \left[ u_{i,j} \right] \) defined in each cell.

\[ Q = - \sum_{i,j=1}^3 A_y A_y, \]  

\[ R = \det[A_y], \]  

In the cell with a vortex center, the direction of the vortex, i.e., the direction of the rotational axis, is obtained as the eigen vector of the eigenvalue equation of the velocity gradient tensor. Then, a plane is defined, which is normal to the direction of the vortex center and passes through the cell center. On this plane, the point with zero in-plane velocity is determined as the vortex center.

2.2. The Supplement of the Vortical Velocity Distribution

A strong vortical flow has very large velocity gradient in the immediate vicinity of the vortex center. Therefore, it is highly difficult to simulate such a velocity distribution accurately with limited computer resources (lack of sufficient number of cells). In the vortex-based scheme, the vortical velocity distribution is supplemented in the vicinity of the vortex center by utilizing the Burgers vortex model which is known as an excellent model of the vortices in nature, e.g., free surface vortices, sub-surface vortices or turbulent vortices.

The circumferential velocity \( u_y \) distribution of the Burgers vortex model is written as

\[ u_y(r) = \frac{\Gamma}{r} \left[ 1 - \exp \left( -\left( \frac{r}{r_0} \right)^2 \right) \right], \]  

where \( r \) is the radial coordinate with the origin at the vortex center. Equation (4) has two parameters, i.e., the circulation \( \Gamma \) and the specific radius \( r_0 \). In the vortex-based scheme, these parameters are determined to make the circumferential velocity distribution consistent with the local velocity distribution. Namely, upon a given (simulated) velocity field, two parameters are adjusted to minimize the difference in the circumferential velocity distributions of Equation (4) and the given field at the cells in the vicinity of a vortex center. The calculation procedure is shown in Figure 1 as follows:

1) a cell with a vortex center (called “vortex cell” in this paper) is selected;

2) vertices on the vortex cell and the cells around the vortex cell is selected;

3) when the velocity is given at the cell centers, the circumferential velocities at the vertices \( u_y^v \) are interpolated from the cell center velocities \( u_y^c \) as follows:

\[ u_y^v = \frac{\sum_{\text{surround}} w^\prime u_y^c}{\sum_{\text{surround}} w^\prime}, \]  

where the summations are operated on all cells surrounding each selected vertex, and \( w^\prime \) is the weighting factor for the summation;

4) the differences between the Burgers model (Equation (4)) and the circumferential velocities at the selected vertices \( \delta u_y^v \) are calculated and averaged as the form of the weighted root mean square (shown by an overbar) as follows:

\[ \overline{\delta u_y^v} = \sqrt{\frac{\sum_{\text{vertices}} w^\prime (\delta u_y^v)^2}{\sum_{\text{vertices}} w^\prime}}, \]
Figure 1. Procedure to determine vortex parameters: (a) selection of a vortex cell; (b) listing up of vertices; (c) interpolation of circumferential velocity at each vertex (red vectors); (d) calculation of differences at each vertex (Burgers vortex velocity in horizontal is shown by blue curve) and (e) adjustments of parameters.

where the summation is operated on all selected vertices, and \( w' \) is the weighting factor for the summation;

5) the circulation and the specific radius are adjusted iteratively to minimize the averaged differences \( \langle \delta u'_\theta \rangle \).

The weighting factor in Equation (5) is determined by minimizing the cost-function \( (Co \text{ in Equation (7)}) \) under the constraint formulated as Equation (8) [11], and the weighting factor in Equation (6) is determined in a similar manner.

\[
Co = \sum_{\text{surround}} \left| r_v \right| \left( w' - 1 \right)^2, \quad (7)
\]

\[
\sum_{\text{surround}} w' r_v = 0 \quad (8)
\]

where \( r_v \) is the vector joining a cell center to a vertex. In Figure 1, the calculation procedure on a two-dimensional structured mesh is shown for simplification. However, the calculation on a three-dimensional unstructured mesh can be conducted in the same procedure.

2.3. The Momentum Transport Calculation

The finite volume method (FVM) is employed frequently in the numerical simulations on unstructured meshes. In that case, each cell is generally selected as the control volumes for discretization. Also in our high-precision numerical simulation algorithm, such simulation method (cell based FVM) is employed, and therefore, the following description is given based on the cell based FVM. However, the concept of the vortex-based scheme is applicable also to other methods, e.g. the finite difference method.

When the cell based FVM is employed on an unstructured mesh, it is difficult to formulate high order momentum transport schemes, i.e. third or higher order schemes, due to the irregular cell arrangement. Therefore, the first and second order upwind schemes are used frequently for the momentum transport calculation. In the first order upwind scheme, the momentum on a cell face is determined to be same as that in the upwind cell of the cell face. On the other hand, in the second order upwind scheme, the momentum on a cell face \( \langle m' \rangle \) is calculated in consideration of the momentum \( \langle m' \rangle \) and momentum gradient \( \left( \nabla m' \right) \) in the upwind cell of the cell face:

\[
m' = m' + \left( \nabla m' \right) r_f, \quad (9)
\]
where $r_f$ is the vector joining the upwind cell center to the cell face center. In Equation (9), the momentum gradient can be calculated by the Gauss-Green method [11] or Least-square method [12]. The first or second order upwind scheme works well in the numerical simulations of smooth flows without discontinuity (shock) and strong vortices. However, as mentioned briefly in Section 2.2, the velocity distribution in the vicinity of a vortex center is very sharp and a very high resolution mesh is necessary to simulate the vortical velocity distribution accurately. Namely, when the velocity distribution in the vicinity of a vortex center is given by Equation (4), the momentum in the circumferential direction $m_{\theta}'$ is calculated on a cell face as

$$m_{\theta}' = \rho' u_{\theta}', \quad (10)$$

where $\rho'$ is the fluid density on the cell face and $u_{\theta}'$ is the circumferential velocity at the cell face center calculated by Equation (4). Then, the momentum transport is calculated based on Equation (10).

### 2.4. The Pressure Calculation

In the vicinity of a vortex center, not only the velocity gradient but also the pressure gradient is large due to the mechanical balance between the circumferential velocity and the pressure gradient (see Equation (11)). Therefore, the pressure should be supplemented to simulate vortical flows accurately. In the vortex-based scheme, the pressure distribution in the vicinity of a vortex center is calculated in consideration of the mechanical balance equation of the circumferential velocity and the pressure gradient, written as

$$\frac{u_{\theta}^2}{r} = \frac{\partial p}{\partial r}, \quad (11)$$

where $p$ is the pressure. Substituting the circumferential velocity distribution of the Burgers model (Equation (4)) into Equation (11) leads the pressure distribution.

$$p(R) = \left[ \frac{\Gamma}{r_0} \right]^2 \int_R^\infty \frac{P(R)}{R^3} \left\{ 1 - \exp \left( -R^2 \right) \right\} \, dR, \quad (12)$$

where $R = r/r_0$. The pressure calculated by Equation (12) is applied to the faces on a vortex cell and the faces on the cells around the vortex cell. Then, the pressure gradient term in the momentum transport equation (Navier-Stokes equation) is calculated at each cell based on the applied pressure values.

### 3. Verification

#### 3.1. The Reproducibility of a Vortical Flow

As the first verification, the reproducibility of a vortex by the vortex-based scheme is addressed. In this calculation, the Burgers vortex is set on two-dimensional structured meshes, and then, the identification and the velocity supplement calculations are conducted to check the reproducibility of the vortex. As shown in Figure 2, the simulation domain is $1.00 \times 1.00$ and subdivided into $8 \times 8$ square cells. The velocity distribution of the Burgers vortex is applied to all cells with various vortex center positions, specific radii and/or circulation values.

Table 1 shows the calculation results. It is evident that the vortex center position and the circulation are well reproduced by the vortex-based scheme.

<table>
<thead>
<tr>
<th>Original (given) values</th>
<th>Calculated values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vortex center coordinate</td>
<td>Circulation</td>
</tr>
<tr>
<td>(0.00, 0.00)</td>
<td>0.100</td>
</tr>
<tr>
<td></td>
<td>0.100</td>
</tr>
<tr>
<td></td>
<td>0.125</td>
</tr>
<tr>
<td></td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td>0.250</td>
</tr>
<tr>
<td>(0.01, 0.00)</td>
<td></td>
</tr>
<tr>
<td>(0.01, 0.01)</td>
<td></td>
</tr>
<tr>
<td>(0.05, 0.05)</td>
<td></td>
</tr>
<tr>
<td>(0.00, 0.00)</td>
<td>0.010</td>
</tr>
<tr>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>
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produced in all calculation cases regardless of the variations of the vortex center position, circulation and/or specific radius of the original Burgers vortex. As for the calculated specific radius, almost the same values are evaluated regardless of the variations of the vortex center position and/or circulation. However, the calculation accuracy (reproducibility) is affected significantly by the specific radius of the original Burgers vortex. In other words, the calculation error is about 25% when the original specific radius is the same as the cell size (0.125), and the error is reduced to about 6.8% when the original specific radius is twice the cell size. In practical simulations, this kind of local (only in the vicinity of a vortex) calculation error may be negligible even if it reaches about 25%, because much larger error sources can exist in such simulations. However, the calculation results show that the mesh resolution should be at least half of the specific radius of a vortex to perform accurate simulations. This constrain may seem very difficult to be satisfied. However, the authors’ previous research shows that the cell size has to be about 1/20 of the specific radius to reproduce the vortical velocity distribution when the second order upwind scheme is employed [4]. Therefore, the necessary number of cells for accurate simulations can be reduced significantly by employing the vortex-based scheme.

3.2. The Simulation of Attenuation Behaviors of an Inviscid Vortex

It is well known that the momentum transport schemes, e.g. the first order upwind scheme, have the numerical viscosity dependent on truncation errors of each scheme. Therefore, even in the numerical simulations of an inviscid vortex, the vortical velocity distribution decays temporally and the total kinetic energy in the simulation domain is not conserved. In this sense, the conservativeness of the total kinetic energy can be an indicator of the influence of the numerical viscosity, that is, the simulation accuracy. Here, attenuation behaviors of an inviscid vortex are simulated with four schemes, i.e. the first order upwind, second order upwind, third order MUSCL and vortex-based schemes, and the simulation results are compared in terms of the conservativeness of the total kinetic energy. The numerical simulations are conducted on 1.00 × 1.00 two-dimensional domain subdivided into square cells (shown in Figure 3). As for the mesh resolution, four structured meshes, i.e. 8 × 8, 16 × 16, 32 × 32 and 64 × 64 square cells, are employed. At the initial state, the velocity distribution of the Burgers vortex with the circulation of 0.100 and the specific radius of 0.050 is applied to the meshes, and then, the simulations of 100 time-marching with the time increment of 0.01 are conducted. The temporal variations of the velocity distributions and the total kinetic energies are investigated in each simulation for the comparison of four schemes.

In Figure 4, the temporal variations of the velocity distributions on the 32 × 32 mesh are shown. The simulation result with the first order upwind scheme (Figure 4(a)) shows rapid decay of the initial vortical velocity distribution. When the second order upwind schemes is employed, such a decay behavior is suppressed and the peak of the circumferential velocity in the vicinity of the vortex center is maintained appreciably even at t = 0.40. The simulation result with the third order MUSCL scheme is almost the same as the result with the second order upwind scheme. The vortex-based scheme shows superior simulation accuracy to these three schemes. The decay of the circumferential velocity distribution in the vicinity of the vortex center is apparently small compared to the simulation result with the second order upwind scheme. The temporal variations of the total kinetic energies on the 32 × 32 mesh are shown in Figure 5. In the simulation with the first order upwind scheme, the total kinetic energy decreases very rapidly along with the rapid decay of the vortical velocity distribution as shown in Figure 4(a). The second order upwind scheme highly improves the total energy conservation compared to the
first order upwind scheme. The loss of the total kinetic energy at $t = 1.0$ is about 30% of its original value ($t = 0.0$), which is about 48% in the simulation with the first order upwind scheme. The third order MUSCL scheme shows slightly higher total kinetic energy conservation than the second order upwind scheme, and the loss of the total kinetic energy at $t = 1.0$ is about 26%. However, the temporal variation of the total kinetic energy is similar to that in the simulation results with the second order upwind scheme. Compared to the other three schemes, the vortex-based scheme shows much better total energy conservation. In fact, the loss of the total kinetic energy at $t = 1.0$ is about 17%. Therefore, the vortex-based scheme has a superior ability to simulate vortical flows accurately. It should be noted that the pressure supplementation (Section 2.4) is important as well as the velocity supplementation (Section 2.3), because the loss of the total kinetic energy at $t = 1.0$ increases to about 23% when the pressure supplementation is not employed.

In the vortex-based scheme, two parameters, i.e. circulation and specific radius, dominate the vortical velocity distribution. Here, the temporal behaviors of these two parameters are investigated as shown in Figure 6. When a relatively coarse mesh ($16 \times 16$ mesh) is employed, the specific radius at the initial state is evaluated as a considerably larger value than that of the original Burgers vortex and the specific radius becomes larger with time. On the other hand, the circulation is evaluated accurately at the initial state and does not decrease significantly with time. When a finer mesh ($32 \times 32$ mesh) is employed, the
4. Numerical Simulation of Quasi-Steady Vortex

To check the applicability of the vortex-based scheme to the numerical simulation on a three-dimensional unstructured mesh, the quasi-steady vortex is simulated in reference to the experiment by Moriya [13]. Figure 8 shows the simulation mesh, which consists of a cylindrical tank with the diameter of 0.40 m, an inlet slit with the width of 0.04 m and an outlet nozzle with the diameter of 0.05 m. The inlet slit is installed tangentially to the cy-
lindrical tank and the outlet nozzle is installed on the bottom of the cylindrical tank. The uniform flow through the inlet slit generates a vortical flow in the cylindrical tank and the strength of this vortex is enhanced by the downward flow towards the outlet nozzle. The working fluid is water at room temperature. Two cases of unsteady numerical simulations are conducted with the second order upwind scheme and with the vortex-based scheme until quasi-steady states are obtained. As shown in Figure 8, the mesh resolution is rather low, that is, the horizontal cell size at the center of the cylindrical tank is about 5.0 mm, which is not small enough to the measured specific radius (about 6.0 mm). In this study, a gas-liquid interface located in the Moriya’s experimental apparatus is not considered, and only the comparison of the simulation results is conducted. All structural walls are modeled as non-slip walls. As the other boundary conditions, a uniform inlet velocity with \(8.33 \times 10^{-4}\) m\(^3\)/s is applied to the inlet and a constant pressure condition is applied to the outlet.

Figure 9 shows the horizontal velocity distributions at the height of 0.15 m from the bottom of the cylindrical tank. It is evident that the vortex-based scheme gives larger velocity in the vicinity of the vortex center compared to the second order upwind scheme. The difference in the simulation results with these two schemes can be observed clearly in the comparison of the circumferential velocity distributions (shown in Figure 10). The vortex-based scheme gives larger peak of the circumferential velocity and smaller specific radius. Namely, the peak of the vortical velocity in the vicinity of the vortex center is simulated more sharply by employing the vortex-based scheme instead of the second order upwind scheme. Therefore, it is confirmed that the vortex-based scheme can simulate vortical flows accurately even on three-dimensional unstructured meshes.

5. Conclusion

In this paper, the vortex-based scheme is developed to achieve high-precision numerical simulations of strong vortical flows which may cause the vortex cavitation. In the vortex-based scheme, at the first place, a vortical flow is identified in each computational cell, and then, the Burgers vortex model is applied to supplement a vortical velocity distribution in the vicinity of the vortex center. The pressure distribution in the vicinity of the vortex center is also supplemented. The momentum transfer is calculated with those supplemented velocity and pressure distributions.

The simulation result of the inviscid vortex attenuation problem shows the vortex-based scheme leads lower simulation error compared to the first to third order schemes. In addition, such a low simulation error is obtained regardless of the mesh resolution. Therefore, the vortex-based scheme can simulate vortical flows more accurately than the conventional schemes. The higher simulation accuracy of the vortex-based scheme than the conventional scheme is shown also in the numerical simulation of the quasi-steady vortex experiment. The vortex-based scheme succeeds in simulating the vortical flow on a three-dimensional unstructured mesh more accurately than the second order upwind scheme. This result implies that the vortex-based scheme is applicable to practical simulations.
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Figure 9. Horizontal velocity distributions: (a) second order upwind scheme and (b) vortex-based scheme.

Figure 10. Comparison of circumferential velocity distributions.


