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Abstract
A reference point based multi-objective optimization using a combination between trust region (TR) algorithm and particle swarm optimization (PSO) to solve the multi-objective environmental/economic dispatch (EED) problem is presented in this paper. The EED problem is handled by Reference Point Interactive Approach. One of the main advantages of the proposed approach is integrating the merits of both TR and PSO, where TR has provided the initial set (close to the Pareto set as possible and the reference point of the decision maker) followed by PSO to improve the quality of the solutions and get all the points on the Pareto frontier. The performance of the proposed algorithm is tested on standard IEEE 30-bus 6-generator test system and is compared with conventional methods. The results demonstrate the capabilities of the proposed approach to generate true and well-distributed Pareto-optimal non-dominated solutions in one single run. The comparison with the classical methods demonstrates the superiority of the proposed approach and confirms its potential to solve the multi-objective EED problem.
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1. Introduction
With the increase in the environmental awareness and the passage of environmental regulations, the environmental constraints are having a significant impact on the operation of power systems. Traditional economic dispatch to minimize the fuel cost is inadequate when environmental emissions are also to be included in the operation of power plants.

The purpose of EED problem is to figure out the optimal amount of the generated power for the fossil-based generating units in the system by minimizing the fuel cost and emission level simultaneously, subject to various equality and inequality constraints including the security measures of the power transmission/distribution. Various optimization techniques have been proposed by many researchers to deal with this multi-objective programming problem with varying degree of success.

Different techniques have been reported in the literature pertaining to EED problem. In Ref. [1] the problem has been reduced to a single objective problem by treating the emission as a constraint with a permissible limit. This formulation, however, has a severe difficulty in getting the trade off relations between cost and emission. Alternatively, minimizing the emission has been handled as another objective in addition to usual cost objective. A linear programming-based optimization procedure in which the objectives are considered one at a time was presented in Ref. [2]. Unfortunately, the EED problem is a highly non-linear and a multimodal optimization problem. Therefore, conventional optimization methods that make use of derivatives and gradients, in general, not able to locate or identify the global optimum. On the other hand, many mathematical assumptions such as analytic and differential objective functions have to be given to simplify the problem. Furthermore, this approach does not give any information regarding the trade-offs involved.

In other research direction, the multi-objective EED problem was converted to a single objective problem by linear combination of different objectives as a weighted sum [3-5]. The important aspect of this weighted sum method is that a set of Pareto-optimal solutions can be obtained by varying the weights. Unfortunately, this requires multiple runs as many times as the number of desired Pareto-optimal solutions. Furthermore, this method...
cannot be used to find Pareto-optimal solutions in problems having a non-convex Pareto-optimal front. In addition, there is no rational basis of determining adequate weights and the objective function so formed may lose significance due to combining non-commensurable objectives. To avoid this difficulty, the ε-constraint method for multi-objective optimization was presented in Ref. [6]. This method is based on optimization of the most preferred objective and considering the other objectives as constraints bounded by some allowable levels. These levels are then altered to generate the entire Pareto-optimal set. The most obvious weaknesses of this approach are that it is time-consuming and tends to find weakly non-dominated solutions.

Goal programming method was also proposed for multi-objective EED problem [7]. In this method, a target or a goal to be achieved for each objective is assigned and the objective function will then try to minimize the distance from the targets to the objectives. Although the method is computationally efficient, it will yield an inferior solution rather than a non-inferior one if the goal point is chosen in the feasible domain. Hence, the main drawback of this method is that it requires a priori knowledge about the shape of the problem search space.

The recent direction is to handle both objectives simultaneously as competing objectives instead of simplifying the multi-objective problem to a single objective problem [8-10]. The use and development of heuristics-based multi-objective optimization techniques have significantly grown. Since they use a population of solutions in their search, multiple Pareto-optimal solutions can, in principle, be found in one single run. These models can be efficiently used to eliminate most of the difficulties of classical methods [11,12].

In this paper we present a reference point based multi-objective optimization using a combination between TR algorithm and PSO to solve the multi-objective EED problem. It is a new algorithm that performs TR as deterministic search and PSO as random search. TR method generate steps with the help of a quadratic model of the objective function, define a region around the current iterate within which they trust the model to be an adequate representation of the objective function, and then choose the step to be approximate minimizer of the model in this region. If a step is not acceptable, they reduce the size of the region and find a new minimize. In general, the direction of the step changes whenever the size of the TR is altered [13]. To see the idea of TR, consider the unconstrained optimization problem

$$\min_{x \in \mathbb{R}^n} f(x) \tag{1}$$

where $f(x)$ is a nonlinear continuous differentiable function in $\mathbb{R}^n$. For a known iterate $x_k$, the TR method determines subsequent iterate using

$$x_{k+1} = x_k + d_k \tag{2}$$

where $d_k$ is trial step determined by minimizing a local quadratic (approximating) model of $f$ at $x_k$ (TR sub-problem) given by

$$\minimize q_k(d) = f_k + \nabla f_k^T d + \frac{1}{2} d^T H_k d$$

subject to $||d|| \leq \Delta_k$, (3)

where $H_k$ is Hessian of $f(x)$ or approximate to it, and $\Delta_k > 0$ is the TR radius. Using the ratio

$$r_k = \frac{f(x_k) - f(x_k + d_k)}{q_k(0) - q_k(d_k)}$$

traditional TR methods evaluate an agreement between the model and the objective function. The trial step $d_k$ is accepted whenever $r_k$ is greater than a positive constant. This leads us to the new point $x_{k+1} = x_k + d_k$ and the TR radius is updated. Otherwise, the TR radius must be diminished and the sub-problem (3) must be solved again [14]. Figure 1 shows the mechanism of TR algorithm.

Because of the boundedness of the TR, TR algorithms can use non-convex approximate models. This is one of the advantages of TR algorithms comparing with line search algorithms. TR algorithms are reliable and robust, they can be applied to ill-conditioned problems, they have very strong convergence properties, and have been proven to be theoretically and practically effective and efficient for unconstrained and equality constrained optimization problems [15-17]. Also, the TR algorithm has proven to be a very successful globalization technique for nonlinear programming problems with equality and inequality constraints [18,19].

For multi-objective optimization problems, Kim and Ryu [20] developed an iterative algorithm for bi-objective stochastic optimization problems based on the TR method and investigated different sampling schemes. Their algorithm does not require any strong modeling
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assumptions, and has great potential to work well in various real-world settings. El-Sobky [21] used the TR algorithm in solving an interactive approach for multi-objective optimization problems; where an active set strategy is used together with a reduced Hessian technique to convert the single objective optimization problem with quality and inequality constraints to equality constrained optimization problem and the computation of the trial step to two easy TR sub-problems similar to those for the unconstrained case.

PSO is an evolutionary computational (EC) model which is based on swarm intelligence. PSO is developed by Kennedy and Elberhart [22] who have been inspired by the research of the artificial livings. Similar to EC techniques, PSO is also an optimizer based on population. The system is initialized firstly in a set of randomly generated potential solutions, and then performs the search for the optimum one iteratively. Whereas the PSO does not possess the crossover and mutation processes used in EC, it finds the optimum solution by swarms following the best particle. Compared to EC, the PSO has much more profound intelligent background and could be performed more easily. Based on its advantages, the PSO is not only suitable for science research, but also engineering applications, in the fields of EC, optimization and many others.

The basic PSO algorithm is constructed as follows: consider a swarm of \( N \) particles or birds. For particle \( i \), it is originally proposed that the position \( x_i \) is updated in the following manner:

\[
x_{i}^{t+1} = x_i^t + v_{i}^{t+1}
\]

(7)

with the velocity \( v_{i}^{t+1} \) calculated as follows:

\[
v_{i}^{t+1} = wv_{i}^t + c_1 r_1 (p_i - x_i^t) + c_2 r_2 (p_g - x_i^t).
\]

(8)

Here, subscript \( t \) indicates a pseudo-time increment. \( p_i \) represents the best ever position of particle \( i \) at time \( t \), with \( p_g \) representing the global best ever position in the swarm at time \( t \). \( r_1 \) and \( r_2 \) represent uniform random numbers between 0 and 1. Figure 2 shows the description of velocity and position updates of a particle for a two-dimensional parameter space.

![Figure 2. Description of velocity and position updates in particle swarm optimization for a two dimensional parameter space.](image)

Multi-objective optimization has been one of the most studied application areas of PSO algorithms. Number of approaches have been utilized and/or designed to tackle multi-objective optimization problems using PSO. A comprehensive survey of the state-of-the-art in Multi-objective (MO) particle swarm optimizers can be found in [23] where different techniques reported in Multi-objective PSO development have been categorized and discussed.

From previous review, we want to integrate the merits of both TR and PSO in a new algorithm for solving EED problem; where TR has provided the initial set (close to the Pareto set as possible and the reference point of the decision maker) followed by PSO to improve the quality of the solutions and get all the points on the Pareto frontier. Simulation results are presented for the standard IEEE 30-bus system. The effectiveness and potential of the proposed approach to solve the multi-objective EED problem are demonstrated.

2. Environmental/Economic Dispatch (EED)

The EED involves the simultaneous optimization of fuel cost and emission objectives which are conflicting ones. The deterministic problem is formulated as described below.

2.1. Objective Functions

2.1.1. Fuel Cost Objective

The classical EED problem of finding the optimal combination of power generation, which minimizes the total fuel cost while satisfying the total required demand can be mathematically stated as follows [5]:

\[
f_1(P_{gi}) = \sum_{i=1}^{n} C_i(P_{gi}) = \sum_{i=1}^{n} (a_i + b_i P_{gi} + c_i P_{gi}^2) \text{ S/h}
\]

(9)

where \( C_i \): total fuel cost (S/h), \( C_i \): is fuel cost of generator \( i \), \( a_i, b_i, c_i \): fuel cost coefficients of generator \( i \), \( P_{gi} \): power generated (p.u.) by generator \( i \), and \( n \): number of generators.

2.1.2. Emission Objective

The emission function can be presented as the sum of all types of emission considered, such as NO\(_x\), SO\(_2\), thermal emission, etc., with suitable pricing or weighting on each pollutant emitted. In the present study, only one type of emission NO\(_x\) is taken into account without loss of generality. The amount of NO\(_x\) emission is given as a function of generator output, that is, the sum of a quadratic and exponential function:
\[ f_i(P_{Gi}) = E_{NOx} \]
\[ = \sum_{i=1}^{n} \left[ \alpha_i + \beta_i P_{Gi} + \gamma_i P_{Gi}^2 + \xi_i \exp(\lambda_i P_{Gi}) \right] \text{ton/h} \] (10)

where \( \alpha_i, \beta_i, \gamma_i, \xi_i, \lambda_i \): coefficients of the \( i \)-th generator’s NO\(_x\) emission characteristic.

2.2. Constraints

The optimization problem is bounded by the following constraints.

2.2.1. Power Balance Constraint

The total power generated must supply the total load demand and the transmission losses:

\[ \sum_{i=1}^{n} P_{Gi} - P_D - P_{\text{loss}} = 0 \] (11)

where

\( P_D \): total load demand (p.u.), and
\( P_{\text{loss}} \): transmission losses (p.u.).

The transmission losses are given by [24]:

\[ P_{\text{loss}} = \sum_{i=1}^{n} \sum_{j=1}^{k} \left[ A_j \left( P_i P_j + Q_i Q_j \right) + B_j \left( Q_i P_j - P_i Q_j \right) \right] \] (12)

where

\( P_i = P_{Gi} - P_{Di} \), \( Q_i = Q_{Gi} - Q_{Di} \),
\( A_j = \frac{R_{ij}}{V_j} \cos(\delta_i - \delta_j) \), \( B_j = \frac{R_{ij}}{V_j} \sin(\delta_i - \delta_j) \);

where

\( n \): number of buses;
\( R_{ij} \): series resistance connecting buses \( i \) and \( j \);
\( V_j \): voltage magnitude at bus \( j \);
\( \delta_i \): voltage angle at bus \( i \);
\( P_i \): real power injection at bus \( i \), and
\( Q_i \): reactive power injection bus \( i \).

2.2.2. Maximum and Minimum Limits of Power Generation

The power generated \( P_{Gi} \) by each generator is constrained between its minimum and maximum limits, i.e.:

\[ P_{Gi\text{min}} \leq P_{Gi} \leq P_{Gi\text{max}}, \quad Q_{Gi\text{min}} \leq Q_{Gi} \leq Q_{Gi\text{max}}, \]
\[ V_{i\text{min}} \leq V_i \leq V_{i\text{max}}, \quad i = 1, \ldots, n. \]

where

\( P_{Gi\text{min}} \): minimum power generated, and
\( P_{Gi\text{max}} \): maximum power generated.

2.2.3. Security Constraints

A mathematical formulation of the security constrained EELD problem would require a very large number of constraints to be considered. However, for typical systems the large proportion of lines has a rather small possibility of becoming overloaded. The EED problem should consider only the small proportion of lines in violation, or near violation of their respective security limits which are identified as the critical lines. We consider only the critical lines that are binding in the optimal solution. The detection of the critical lines is assumed done by the experiences of the decision maker. An improvement in the security can be obtained by minimizing the following objective function.

\[ S = f(P_{Gi}) = \sum_{j=1}^{k} \left[ \frac{T_j(P_{Gi})}{T_{j\text{max}}} \right] \] (13)

where

\( T_j(P_{Gi}) \): the real power flow;
\( T_{j\text{max}} \): the maximum limit of the real power flow of the \( j \)-th line; and
\( k \): the number of monitored lines.

The line flow of the \( j \)-th line is expressed in terms of the control variables \( P_{Gi} \) by utilizing the generalized generation distribution factors (GGDF) [25] and is given below:

\[ T_j(P_{Gi}) = \sum_{i=1}^{n} \left( D_{ij} P_{Gi} \right) \] (14)

where \( D_{ij} \) is the generalized GGDF for line \( j \), due to generator \( i \). For secure operation, the transmission line loading \( S_i \) is restricted by its upper limit as:

\[ S_i \leq S_{i\text{max}}, \quad i = 1, \ldots, n; \]

where \( n \) is the number of transmission line.

3. Multi-Objective Optimization

Multi-objective optimization (also called multicriteria optimization, multiperformance or vector optimization) can be defined as the problem of finding a vector of decision variables which satisfies constraints and optimizes a vector function whose elements represent the objective functions. These functions form a mathematical description of performance criteria which are usually in conflict with each other. Hence, the term “optimize” means finding such a solution which would give the values of all the objective functions acceptable to the designer [26]. The general minimization problem of \( q \) objectives can be mathematically stated as:

\[
\begin{align*}
\text{minimize} &: \ f(x) = \left[f_j(x), j = 1, 2, \ldots, q\right] \\
\text{subject to} &: C_i(x) \leq 0, \quad i = 1, 2, \ldots, p, \\
& C_e(x) = 0, \quad e = 1, 2, \ldots, m,
\end{align*}
\] (15)

where \( f(x) \) is the \( j \)-th objective function, \( C_i(x) \) is the \( i \)-th inequality constraint, \( C_e(x) \) is the \( e \)-th equality constraint and \( x = \left[x_1, x_2, \ldots, x_n\right] \) is the vector of optimization or decision variables; where \( n \) is the dimension of the decision variables.
Optimality for multiple reference points simultaneously. However, the decision maker may be interested in exploring the preferred regions of Pareto-optimality for multiple reference points simultaneously. The reference point interactive approach of Wierzbicki is very simple and practical for multi-objective optimization problems. Before the solution process starts, some information is given to the decision maker about the problem. The goal is to achieve Pareto-optimal solutions. This concept formulated by Vilfredo Pareto is defined as [27]:

**Definition 1.** (Dominance Criteria [28]). For a problem having more than one objective function (say, \( f_j, \ j = 1, \ldots, q, \ q > 1 \)), any two solution \( x_a \) and \( x_b \) can have one of two possibilities, one dominates the other or none dominates the other. A solution \( x_a \) is said to dominate the other solution \( x_b \) if both the following condition are true:

- The solution \( x_a \) is no worse (say the operator \( \prec \) denotes worse and \( \succ \) denotes better) than \( x_b \) in all objectives, or \( f_j(x_a) \neq f_j(x_b) \) for all \( j = 1, \ldots, q \) objectives.
- The solution \( x_a \) is strictly better than \( x_b \) in at least one objective, or \( f_j(x_a) > f_j(x_b) \) for at least one \( j \in [1, \ldots, q] \).

Any of the above condition is violated, the solution \( x_a \) does not dominate the solution \( x_b \).

**Definition 2.** (Pareto optimal solution). \( x^* \) is said to be a Pareto optimal solution of multi-objective optimization problem if there exists no other feasible \( x \) such that, \( f(x) \leq f(x^*) \) for all \( j = 1, \ldots, q \) and \( f(x) < f(x^*) \) for at least one objective function \( f_j \).

### 4. Reference Point Based TR/PSO Approach

In this section, the proposed algorithm is presented. The proposed algorithm contains three stages initialization stage, TR stage (used to obtain a point on the Pareto frontier), and PSO stage (is applied to get all the points on the Pareto frontier). The mechanism of the proposed algorithm in the objective space is shown in **Figure 3**.

#### 4.1. Initialization Stage

**4.1.1. Initialization**

Initialize \( N \) reference points in the search space, TR parameters, and PSO parameters.

**4.1.2. Reference Point Method**

The reference point interactive approach of Wierzbicki [28] is very simple and practical for multi-objective optimization problems. Before the solution process starts, some information is given to the decision maker about the problem. The goal is to achieve Pareto-optimal solution closest to a supplied reference point. Moreover, the reference point approach works with only one reference point at a time [29]. However, the decision maker may be interested in exploring the preferred regions of Pareto-optimality for multiple reference points simultaneously.

With the above principles of reference point approaches and difficulties with the classical methods, we use a methodology by which a set of Pareto-optimal solutions near a supplied set of reference points will be found, thereby eliminating the need of any weight vector and the need of applying the methodologies again and again.

Given a reference point for a q-objective optimization problem of minimizing \( \{ f_1(x), \ldots, f_q(x) \} \) with \( x \) belongs to the search space, the following optimization model is solved [28]:

\[
\begin{align*}
\text{minimize} & \quad f(x) = \left( \sum_{j=1}^{q} \left| f_j(x) - z_j \right|^{1/p} \right)^{1/p} \\
\text{subject to} & \quad C_i(x) \leq 0, \quad i = 1, 2, \ldots, l, \\
& \quad C_e(x) = 0, \quad e = 1, 2, \ldots, m,
\end{align*}
\]

where the parameter \( p \) can take any value between 1 and \( \infty \). When \( p = 2 \) is used, a Euclidean distance of any point in the objective space from the reference point \( z \) is minimized.

#### 4.2. TR Stage

This section is devoted to presenting the detailed description of TR algorithm for solving problem (16). The proposed TR algorithm combines ideas from Byrd [30], Omojokun [31], and El Alem [32]. Following Dennis et al. [33], we define the indicator matrix \( W(x) \in \mathbb{R}^{p \times p} \), whose diagonal entries are

\[
w_i(x) = \begin{cases} 
1 & \text{if } C_i(x) \geq 0, \\
0 & \text{if } C_i(x) < 0.
\end{cases}
\]

Using this matrix, the Problem defined in Equation (16) can be transformed to the following equality constrained optimization problem:

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad 1/2 C_i(x)^T W(x) C_i(x) \leq 0, \\
& \quad C_e(x) = 0.
\end{align*}
\]
The above problem can be rewritten as:
\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad h(x) = 0.
\end{align*}
\]
(19)

The Lagrangian function associated with problem defined in (19) is given by
\[
L(x, \lambda) = f(x) + \lambda^T h(x);
\]
(20)
where \( \lambda \in \mathbb{R} \) is the Lagrange multiplier vector associated with equality constraint \( h(x) \in \mathbb{R} \).

The reduced Hessian approach is used to compute a trial step \( d_k \). In this approach, the trial step \( d_k \) is decomposed into two orthogonal components; the normal component \( d^*_k \) and the tangential component \( d^t_k \). The trial step \( d_k \) has the form \( d_k = d^*_k + Z_d d^t_k \), where \( Z_d \) is a matrix whose columns form an orthonormal basis for the null space of \( \nabla h(x_k) \).

We obtain the normal component \( d^*_k \) by solving the following TR sub-problem:
\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \| h(x_k) + \nabla h(x_k)^T d^* \|^2 \\
\text{subject to} & \quad \| d^* \| \leq \varepsilon \lambda_k,
\end{align*}
\]
(21)
for some \( \varepsilon \in (0,1) \).

The tangential component is computed by solving the following TR sub-problem:
\[
\begin{align*}
\text{min} : & \quad [Z_d^T (\nabla_x L(x_k, \lambda_k) + H_k d^*_k)]^T d^t + \frac{1}{2} \| Z_d^T H_k Z_d d^t \| \leq \sqrt{\lambda_k^2 - \| d^*_k \|^2},
\end{align*}
\]
(22)

To test the step, we compare the actual reduction in moving from \( x_k \) to \( x_k + d_k \) versus the predicted reduction. The actual reduction is defined as:
\[
A_{red} = \left[ L(x_k, \lambda_k) - L(x_k, \lambda_{k+1}) + r_k \left( \| h(x_k) \|^2 - \| h(x_{k+1}) \|^2 \right) \right].
\]
(23)
The predicted reduction is defined as:
\[
P_{red} = -\nabla_x L(x_k, \lambda_k)^T d_k - \frac{1}{2} d_k^T H_k d_k \\
- \Delta_k^T \left( h(x_k) + \nabla h(x_k)^T d_k \right) \\
+ r_k \left[ \| h(x_k) \|^2 - \| h(x_k) + \nabla h(x_k)^T d_k \|^2 \right];
\]
(24)
where \( r > 0 \) is a parameter usually called the penalty parameter, and \( \Delta_k = (\lambda_{k+1} - \lambda_k) \).

If \( A_{red} / P_{red} \) is less than \( r_0 \) where \( r_0 \in (0,1) \) is a small fixed constant, then the step is rejected. In this case, the radius of the TR is decreased by setting \( \Delta_k = r_0 \| d_k \| \), where \( r_0 \in (0,1) \), and another trial step is computed.

If \( A_{red} / P_{red} \geq r_0 \), then the step \( x_{k+1} = x_k + d_k \) is accepted and set the TR as
\[
\Delta_{k+1} = \min \{ L_{\max}, \max \{ L_{\min}, r_k \Delta_k \} \};
\]
where \( r_0 \in (0,1) \) and another trial step is computed.

Finally, the algorithm is terminated when either
\[
\| d_k \| \leq \varepsilon_1 \quad \text{or} \quad \| Z_d^T \nabla_x L_k \| + \| h_k \| \leq \varepsilon_2, \quad \text{for some} \quad \varepsilon_1, \varepsilon_2 > 0.
\]

4.3. PSO Stage

In this stage a homogeneous PSO for multi-objective optimization problem (see [34]) is proposed with a decreasing constriction factor to restrict velocity of the particles and control it [35-37]. In homogeneous PSO one global repository concept is proposed for choosing pbest and gbest, this means that each particle has lost its own identity and treated simply as a member of social group. The procedure of the PSO stage is as follows.

**Step 1: Initialization**

All non-dominated points (which obtained by applying TR stage) chosen as particles position \( x^i \).

PSO parameters such as velocity \( v_i \), inertia weight \( w \) and learning rates \( c_1 \) and \( c_2 \) are set up.

Store non-dominated particles in Pareto repository. If the specific constraint doesn’t exist for a repository, the size of the repository is unlimited.

**Step 2: Evaluation**

Evaluate the multi-objective fitness value of each particle and save it in a vector form.

**Step 3: Floating**

Two optimal solutions are chosen randomly for pbest and gbest from the repository.

Determine the new position of each particle with Equations (7) and (8).

**Step 4: Repairing of particles**

Where the particle \( i \) starts at position \( x_i^t \) with velocity \( v_i^t \) in the feasible space, the new position \( x_i^{t+1} \) depends on velocity \( v_i^{t+1} \), so we introduce a modified constriction factor (i.e., decreasing constriction factor)
\[
\chi = \frac{2}{-2 - \sqrt{\tau^2 + \tau}};
\]
(25)
where \( \tau \) is the age of the infeasible particle (i.e., how long it is still infeasible) and it is increased with the number of failed trials to keep the feasibility of the particle. The relation between the modified constriction factor and the age of the infeasible particle is shown in Figure 4.

The new modified positions of the particles are computed as:

---
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Figure 4. Relation between the modified constriction factor and the age of the infeasible particle.

\[ x_i^{t+1} = x_i^t + \chi v_i^{t+1}. \]  

(26)

**Step 5: Selection and update the repository**

Check the Pareto optimality of each particle. If the fitness value of the particle is non-dominated when it compared to the Pareto optimal set in a repository, save it into the Pareto repository.

In the Pareto repository, if a particle is dominated from new one, then discard it.

**Step 6: Repeat**

Repeat again step 2 to step 5 until the number of generation reaches to given t. The pseudo code of the proposed algorithm showing in Figure 5.

5. Implementation of the Proposed Approach

Simulations were performed on the standard IEEE 30-bus 6-generator test system. The single-line diagram of this system is shown in Figure 6. The proposed algorithm have been implemented in MATLAB environment. We have kept the proposed approach parameters same in all problems as is shown in Table 1 (see [35,38]).

The power system is interconnected by 41 transmission lines and the total system demand for the 21 load buses is 2.834 p.u. Fuel cost and NO\textsubscript{x} emission coefficients for this system are given in Tables 2 and 3 respectively.

6. Results and Discussions

Figure 7 present the graphical results of our approach and \( \varepsilon \)-dominance based multi-objective genetic algorithm (MOGA) [39] for the EED problem after 200 generations.

From the figure, it can be deduced that the algorithm is capable of obtaining the Pareto front for the EED prob-
Table 1. The parameter adopted in the implementation of the proposed algorithm.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>50</td>
<td>( \Delta_{\text{min}} )</td>
<td>( 10^2 \Delta_{\text{b}} )</td>
</tr>
<tr>
<td>( \varepsilon_i ), ( \varepsilon_j )</td>
<td>( 10^{-4} )</td>
<td>( \Delta_{\text{max}} )</td>
<td>( 10^{-3} )</td>
</tr>
<tr>
<td>( \tau_0 )</td>
<td>0</td>
<td>PSO iteration</td>
<td>200</td>
</tr>
<tr>
<td>( \tau_1 )</td>
<td>2</td>
<td>( w )</td>
<td>0.6</td>
</tr>
<tr>
<td>( \tau_2 )</td>
<td>0.25</td>
<td>( c_1 )</td>
<td>2.8</td>
</tr>
<tr>
<td>( \tau_3 )</td>
<td>0.25</td>
<td>( c_2 )</td>
<td>1.3</td>
</tr>
<tr>
<td>( \Delta_0 )</td>
<td>( C(1,1.5) \times \Delta_{\text{min}} )</td>
<td>( r )</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2. Fuel cost coefficients.

<table>
<thead>
<tr>
<th>Unit</th>
<th>( a_i )</th>
<th>( b_i )</th>
<th>( c_i )</th>
<th>( P_{G_i, \text{min}} )</th>
<th>( P_{G_i, \text{max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>200</td>
<td>100</td>
<td>0.05</td>
<td>0.50</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>150</td>
<td>120</td>
<td>0.05</td>
<td>0.60</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>180</td>
<td>40</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>100</td>
<td>60</td>
<td>0.05</td>
<td>1.20</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>180</td>
<td>40</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>150</td>
<td>100</td>
<td>0.05</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table 3. NO\(_x\) Emission coefficients.

<table>
<thead>
<tr>
<th>Unit</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \gamma )</th>
<th>( \xi )</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.091e-2</td>
<td>-5.554e-2</td>
<td>6.490e-2</td>
<td>2.0e-4</td>
<td>2.857</td>
</tr>
<tr>
<td>2</td>
<td>2.543e-2</td>
<td>-6.047e-2</td>
<td>5.638e-2</td>
<td>5.0e-4</td>
<td>3.333</td>
</tr>
<tr>
<td>3</td>
<td>4.258e-2</td>
<td>-5.094e-2</td>
<td>4.586e-2</td>
<td>1.0e-6</td>
<td>8.000</td>
</tr>
<tr>
<td>4</td>
<td>5.326e-2</td>
<td>-3.550e-2</td>
<td>3.380e-2</td>
<td>2.0e-3</td>
<td>2.000</td>
</tr>
<tr>
<td>5</td>
<td>4.258e-2</td>
<td>-5.094e-2</td>
<td>4.586e-2</td>
<td>1.0e-6</td>
<td>8.000</td>
</tr>
<tr>
<td>6</td>
<td>6.131e-2</td>
<td>-5.555e-2</td>
<td>5.151e-2</td>
<td>1.0e-5</td>
<td>6.667</td>
</tr>
</tbody>
</table>

Table 6 reports the computational results, which declare that this work may be very valuable for on-line operation of power systems when environmental constraints are also need to be considered.

It has been shown that the proposed algorithm can obtain the Pareto front of the problem and it is therefore ideal for solving the multi-objective EED optimization problem which has conflicting objectives from the fact that the multi-objective approach yields multiple Pareto-optimal solutions in a single simulation run whereas multiple runs are required for the single objective approach with weighted objectives. Another advantage is that the simulation results prove superiority of the proposed approach to those reported in the literature, where it completely covers and dominates all Pareto-set found by the other approaches. Finally, the reality of using the proposed approach to handle on-line problems of realistic dimensions has been approved due to small computational time.
Table 4. Best total $/h fuel cost.

<table>
<thead>
<tr>
<th></th>
<th>NSGA</th>
<th>NPGA</th>
<th>SPEA</th>
<th>NSGA-II</th>
<th>ε-dominance based MOGA</th>
<th>Proposed approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>PG1</td>
<td>0.1168</td>
<td>0.1245</td>
<td>0.1086</td>
<td>0.1182</td>
<td>0.1739</td>
<td>0.11852</td>
</tr>
<tr>
<td>PG2</td>
<td>0.3165</td>
<td>0.2792</td>
<td>0.3056</td>
<td>0.3148</td>
<td>0.3578</td>
<td>0.31212</td>
</tr>
<tr>
<td>PG3</td>
<td>0.5441</td>
<td>0.6284</td>
<td>0.5818</td>
<td>0.5910</td>
<td>0.5311</td>
<td>0.51886</td>
</tr>
<tr>
<td>PG4</td>
<td>0.9447</td>
<td>1.0264</td>
<td>0.9846</td>
<td>0.9710</td>
<td>0.9790</td>
<td>1.011</td>
</tr>
<tr>
<td>PG5</td>
<td>0.5498</td>
<td>0.4693</td>
<td>0.5288</td>
<td>0.5172</td>
<td>0.4429</td>
<td>0.50446</td>
</tr>
<tr>
<td>PG6</td>
<td>0.3964</td>
<td>0.39993</td>
<td>0.3584</td>
<td>0.3548</td>
<td>0.3725</td>
<td>0.36902</td>
</tr>
<tr>
<td>Best cost</td>
<td>608.245</td>
<td>608.147</td>
<td>607.807</td>
<td>607.801</td>
<td>606.4533</td>
<td>600.1647</td>
</tr>
<tr>
<td>Emission</td>
<td>0.21664</td>
<td>0.22364</td>
<td>0.22015</td>
<td>0.21891</td>
<td>0.2028</td>
<td>0.2042</td>
</tr>
</tbody>
</table>

Table 5. Best total ton/h NO\textsubscript{x} emission.

<table>
<thead>
<tr>
<th></th>
<th>NSGA</th>
<th>NPGA</th>
<th>SPEA</th>
<th>NSGA-II</th>
<th>ε-dominance based MOGA</th>
<th>Proposed approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>PG1</td>
<td>0.4113</td>
<td>0.3923</td>
<td>0.4043</td>
<td>0.4141</td>
<td>0.3885</td>
<td>0.37495</td>
</tr>
<tr>
<td>PG2</td>
<td>0.4591</td>
<td>0.4700</td>
<td>0.4525</td>
<td>0.4602</td>
<td>0.4984</td>
<td>0.58224</td>
</tr>
<tr>
<td>PG3</td>
<td>0.5117</td>
<td>0.5565</td>
<td>0.5525</td>
<td>0.5429</td>
<td>0.5167</td>
<td>0.47498</td>
</tr>
<tr>
<td>PG4</td>
<td>0.3724</td>
<td>0.3695</td>
<td>0.4079</td>
<td>0.4011</td>
<td>0.4502</td>
<td>0.43399</td>
</tr>
<tr>
<td>PG5</td>
<td>0.5810</td>
<td>0.5599</td>
<td>0.5468</td>
<td>0.5422</td>
<td>0.5205</td>
<td>0.49171</td>
</tr>
<tr>
<td>PG6</td>
<td>0.5304</td>
<td>0.5163</td>
<td>0.5005</td>
<td>0.5045</td>
<td>0.5005</td>
<td>0.47613</td>
</tr>
<tr>
<td>Best emission</td>
<td>0.19432</td>
<td>0.19424</td>
<td>0.19422</td>
<td>0.19419</td>
<td>0.1882</td>
<td>0.1843</td>
</tr>
<tr>
<td>Cost</td>
<td>647.251</td>
<td>645.984</td>
<td>642.603</td>
<td>644.133</td>
<td>642.8976</td>
<td>638.5540</td>
</tr>
</tbody>
</table>

Table 6. Computation results for the proposed approach.

<table>
<thead>
<tr>
<th>System</th>
<th>Total iteration</th>
<th>CPU time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30-Bus system</td>
<td>200</td>
<td>22.5</td>
</tr>
</tbody>
</table>

7. Conclusions

In this paper, the multi-objective EED problem has been solved using Reference Point Based TR/PSO approach. In this approach, we introduced an integration between TR and PSO to improve the quality of the founded solutions, and also to ensure faster convergence to the Pareto optimal solution. TR has provided the initial set (close to the Pareto set as possible and the reference point of the decision maker) followed by PSO to improve the quality of the solutions and get all the points on the Pareto frontier. The algorithm has been run on the standard IEEE 30-bus system.

The following are the significant contributions of this paper:

- The proposed technique has been effectively applied to solve the EED considering two objectives simultaneously.
- Simulation results prove superiority of the proposed approach to those reported in the literature.
- The non-dominated solutions in the obtained Pareto-optimal set are well distributed and have satisfactory diversity characteristics.
- The proposed algorithm does not have any restrictions on the number of the Pareto optimal solutions found; where it keeps track of all the feasible solutions found during the optimization.
- Also, the present work addresses an important task of combining TR methodology with PSO to not find a single optimal solution, but to find a set of solutions near the desired region of DM’s interest.
- The proposed approach is efficient for solving multi-objective optimization where multiple Pareto-optimal solutions can be found in one simulation run.
- The most important aspect of the proposed approach is that any number of objectives can be considered.
- The proposed approach is a new algorithm that performs TR as deterministic search and PSO as random search, where using the randomicity PSO and the
high efficiency of TR method, can overcome the limitation of trust region method and solve efficiently a class of multi-objective applications.
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