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ABSTRACT

In this paper, we present parallel implementation of the Gauss-Seidel (GS) iterative algorithm for the solution of linear systems of equations on a $k$-ary $n$-cube parallel machine using Open MPI as a parallel programming environment. The proposed algorithm is of $O(N^{3/k^2})$ computational complexity and uses $O(nN)$ communication time to decompose a matrix of order $N$ on the a $k$-ary $n$-cube provided $N \geq k^{n-1}$. The incurred communication time is better than the best known results for hypercube, $O(N \log n!)$, and the mesh, $O(N n!)$, each with approximately $n!$ nodes. The numerical results show that speedup improves as number of processors increased and the proposed algorithm has approximately 80% parallel efficiency.
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1. Introduction

In linear algebra the solution of the system of linear equations

$$Ax = b$$

(1)

where $A$ is an $n$ by $n$ dense matrix, $b$ is a known $n$-vector and $x$ is $n$-vector to be determined, is probably the most important class of problems. It is needed in many areas of science and engineering which require great computational speed and huge memory.

There are two classes of methods for solving linear systems of equations, direct and iterative methods. A direct method is a fixed number of operations are carried out once, at the end of which the solution is produced. Gauss elimination and related strategies on a linear system is an example of such methods. Direct methods are the primary for solving linear systems. Those methods are often too expensive in either computation time or computer memory requirements, or possible both. As an alternative, such linear systems are usually solved with iterative methods. A method is called iterative when it consists of a basic series of operations which are carried out over and over again, until the answer is produced, or some exceptional error occurs, or the limit on the number of steps is exceeded [1].

There are two different aspects of the iterative solution of linear systems of Equation (1). The first one is the particular acceleration technique for a sequence of iteration vectors, that is the technique used to construct a new approximation for the solution $x$, with information from previous approximation. The second aspect is the transformation of a given system to one that can be more efficiently solved by a particular iteration method (preconditioning). For the early parallel computer, in existence in the eighties, it was observed that the single iteration steps of most iteration methods offered too little opportunity for effective parallelism, in comparison with, for instance, direct method for dense matrices. In particular, the few inner products that required per iteration for many iteration methods were identified as obstacles because of communication. This had led to attempts to combine iteration steps, or to combine the message passing for different inner products.

Recently, many parallel implementation and the computing architecture have become increasingly parallel attempt to overcome this limitation [2-9]. Some implementations have been developed for regular problems such as Laplace equation [10,11], circuit simulation problems [12], the power load-flow problems were an alternating sequential/parallel multiprocessors is used [13], and for many applications of inter-dependent constraints or as a relaxation step in multi-grid methods [2]. Also, [14] presented several parallelization strategies for the dense Gauss-Seidel method. These strategies are compared and evaluated through performance measurements on a large range of hardware architectures. They found that these new architectures do not offer the same trade-off in term of computation power versus communication and synchronization overheads, as traditional high-performance platforms.
In 1999, Feng Wang and Jinchao Xu [15], present a specific technique of solving convection-dominated problems. Their algorithm uses crosswind thin blocks in a block Gauss-Seidel method. Their method is based on a special partitioning technique for a block iterative method for solving the linear system derived from a monotone discretization scheme for convection-diffusion problems. They conclude that crosswind grouping is essential for the rapid convergence of the method.

In 2005, Jens Grabel et al. [16], present two simple techniques for improving the performance of the parallel Gauss-Seidel method for 3D Poisson equation by optimizing cache usage as well as reducing the number of communication steps.

In 2006, O. Nobuhiko et al. [17], present a novel parallel algorithm for block Gauss-Seidel method. The algorithm is devised by focusing on Reitzinger’s coarsening scheme for the linear systems derived from the finite element discretizations with first order tetrahedral elements.

Most of the results show that the time consuming on communication between processors limit the parallel computation speed. Motivated by this fact and to conquer this problem we use the \( k \)-ary \( n \)-cube machine in order to change the interconnection network topology of parallel/computing, and develop a cluster-based Gauss-Seidel algorithm, which is suitable for the parallel computing. A generic approach for the method will be developed and implemented. Also execution time prediction models will also be presented and verified.

The rest of the paper is structured as follows: in Section 2 we introduce and analyze the Gauss-Seidel sequential algorithm. We describe the proposed parallel algorithms in Section 3. We evaluate the performance of the parallel algorithm in Section 4. We conclude the paper in Section 5.

2. Gauss-Seidel Sequential Algorithm

To evaluate the performance of parallel Gauss-Seidel (GS) algorithm one must first look at the sequential performance. GS is an improvement of the Jacobi algorithm. That is, GS corrects the \( i \)th component of the vector \( x^{(k)} \), in the order \( i = 1, 2, \cdots, n \). However, the approximation solution is updated immediately after the new component is determined. The newly computed component \( x^{(k+1)}_i \), \( i = 1, 2, \cdots, n \) can be changed within a working vector which redefined at each relaxation step, and this results in the following iterative formula

\[
x^{(k+1)}_i = \left( b_i - \sum_{j=1}^{i-1} a_{ij} x^{(k+1)}_j - \sum_{j=i+1}^{n} a_{ij} x^{(k)}_j \right) / a_{ii}
\]

In matrix notation, Equation (2) becomes

\[
(D - L) x^{(k+1)} = U x^{(k)} + b, k \geq 0
\]

where \( L \), \( D \), and \( U \) are the lower, diagonal, and upper-triangular parts of matrix \( A \) respectively.

**Figure 1** present GS sequential algorithm.

**Performance Analysis**

In this section we evaluate the behavior of the sequential GS algorithm. It is well known that the algorithm will always converges if the matrix \( A \) is strictly or irreducible diagonally dominant. So, we used different problems with different matrix sizes \( n = 32, 64, 128, 256, \cdots, 16386 \).

**Figure 2** shows the relationship between different sizes of matrix \( A \) and the real execution time (in seconds) needed for the solution of the problem. The figure indicates that the convergence of GS algorithm is dependent of the problem size and the number of iterations increases as the problem size becomes large (it is of order \( N^2 \), \( O(N^2) \), for \( k \) iterations we need \( k(N^2) \) operations). So, the algorithm is not scalable.

3. Parallel Implementation of the Proposed Algorithm

In this section we propose a parallel algorithm for Gauss-Seidel using \( k \)-ary \( n \)-cube machine which well-suited for cluster computing. First, we overview the parallel computing, present the data distribution methodology, then we present the proposed parallel algorithm.

3.1. Overview

The computing tasks from the scientific and engineering fields are more and more complex which require huge memory and great computational speed. One way of increasing the computational speed is by designing a parallel computer systems to match this need. Where, the
single problem split to small pieces and each processor operates on one or more pieces and the whole problem can be computed more quickly than a single processor. Different processors communicate with each other in most cases, so data message passing are not avoidable. These data and message passing is the most important factor that limits the speed of parallel computers speed. Recent development in microprocessor technology has been focused on simultaneous multi-threading [18], in the algorithm, a basic operation is recursively applied to a sequence of array data structures. Gauss-Seidel has the same type of internal data dependencies, and it is traditionally parallelized using multicolor ordering of the grid points. Unfortunately, the algorithms arising from these orderings are difficult to parallelize if cache-blocking techniques are added to increase data reuse. As an alternative, we propose to use a much more synchronization-intensive data flow parallelization technique for the standard, natural ordering of the unknowns. This type of scheme enables us to exploit recently cached data in a better way than the standard multicolor technique.

3.2. Mapping the Matrix Elements onto the Processors

Solving a linear system $Ax = b$ requires to distribute the $n$-by-$n$ matrix $A$ over a set of processors.

The effective mapping of matrix elements to processors is the key factor to efficient implementation of the algorithm in parallel. In this paper, we employ the general distribution functions suggested by Al-Towaq [19] because it embrace a wide range of matrix distribution functions, namely column/row blocked, column/row cyclic, column/row block cyclic, and column and row (or 2D) block cyclic layouts [20-22]. The main issues of choosing a mapping are the load balancing and communication time. It was confirmed in previous studies [23] that cyclic layout offers reasonable performance and load balancing, but not the best. The better layout is 2-D block cyclic. The 2-D partitioning induces less amount of communication than the 1-D partitioning [17].

3.3. Parallel Implementation of Gauss-Seidel Algorithm

In this section, we implement and analyze the performance of the proposed algorithm via simulation, on the $k$-ary $n$-cube ($Q_n^k$) machine.

**Definition** [24]: The $k$-ary $n$-cube $Q_n^k$ has $N = k^n$ nodes each of the form $P = x_{n-1}x_{n-2} \cdots x_0$, where $0 \leq x_i < k$, for all $0 \leq i < n$. Two nodes $X = x_{n-1}x_{n-2} \cdots x_0$ and $Y = y_{n-1}y_{n-2} \cdots y_0$ in $Q_n^k$ are connected if and only if there exists $i$, $0 \leq i < n$, such that $x_i = y_i \pm 1$ (mod $k$) and $x_i = y_j$, for $i \neq j$. It is shown in [25] that $Q_n^k$ has degree $2n$ and diameter $n\lfloor k/2 \rfloor$.

**Figure 3** illustrates an example of $Q_3^2$ network grouping.

This is apparent in the algorithm which illustrate that each processor requires information from each previous node after its computational loop is complete. That is, the first node complete its computation before the second node can begin, and similarly for each successive node (called pipe lining). Our technique does not have this problem since the algorithm requires message passing between neighboring nodes.

The proposed algorithm uses an array of size $q$ by $N$, where $q$ is the number of groups and $N$ is the problem size. These groups chosen to reduce the communication required by the computation operations. Each group partition its nodes into interior nodes and boundary nodes. The interior nodes can operate on GS iteration loop without communication. Only boundary nodes requiring message passing for the updates values $x^{(s+1)}$ at each step(s) of the GS iteration as follows:

![Figure 3. The OTIS-$Q_3^2$ network.](image-url)
For \( i = 2 \) to \( q \) do the following
- Group \( i \) sends \( x^{(i+1)} \) back to group \( i - 1 \), receives \( x^{(i)} \) from group \( i + 1 \), then receives \( x^{(i+1)} \) from group \( i - 1 \)
- Call GS subroutine
- Send \( x^{(i+1)} \) to group \( i + 1 \)
  Continue

The execution time consists of two parts; the computation time and the communication time. We utilize the following standard communication formula to estimate the communication time:

\[
\text{Communication time} = (\lambda + \alpha \ast \beta)
\]

where \( \lambda \) is the message latency which equal to \( 32 \times 10^{-6} \) sec, \( \alpha \) is the message transmission which equal to \( 3 \times 10^{-3} \) sec and \( \beta \) is the number of the transition values between the boundary nodes of the groups. Using the Parallel computation paradigm machine, significant improvements in the performance of the algorithm were observed compared to more traditional communication paradigms that use the standard send and receive functions in conjunction with packing data into communications buffers.

The GS process requires \( O\left(\frac{N^3}{k^n}\right) \) computation complexity.

4. Experimental Results

In this section, we evaluate experimentally the performance of the proposed algorithm on a cluster of sixteen Linux workstations; each of which has a single Pentium IV with 128 MB of memory and 20 GB disk space. These hosts are connected together using 16-port Myrinet switch providing full-duplex 2 + 2 Gbps data rate links. The workstations use Mandrake Linux 7.2 operating system running a kernel version 2.2. 17 - 12 mk. In the implementation process we used cyclic distribution functions. In the experiments we used the matrix orders of 32, 64, \( \ldots \), 16,368.

Figure 4 present the real execution time (in seconds) of the parallel GS algorithm for different problem sizes run with 4, 8, and 16 processors. All the execution times are normalized relative to the sequential GS. The experimental results show that the proposed parallel algorithm perform better for large problems.

Figure 5 present the speedup curves on each processors. The curves indicate that the speedup improves as number of processors increases.

Figure 6 shows the efficiency curves for different problem sizes. The curves indicate that our proposed algorithm is perfectly parallel it gives approximately 80% efficiency.

5. Conclusions

In this paper, we have designed and analyzed the complexity of a parallel implementation of the Gauss-Seidel algorithm for solving a system of linear equations on a \( k \)-ary \( n \)-cube parallel machine. The proposed parallel algorithm is of \( O\left(\frac{N^3}{k^n}\right) \) computational complexity and uses \( O(nN) \) communication time to decompose a matrix of order \( N \) on the \( a \)-ary \( n \)-cube provided \( N \geq k^{n+1} \). The incurred communication time is better than the best
known results for hypercube, \( O(N \log n!) \), and the mesh, \( O(Nn!) \), each with approximately \( n! \) nodes. The parallel algorithm takes advantage of the attractive topological properties of the \( k \)-ary \( n \)-cube in order to reduce the inter-node communication time involved during the various tasks of the parallel computation.

The numerical results show the following interesting observations:

1) Reduced time gain in the parallel algorithm.
2) Good processor load balancing.
3) Almost zero communication time done on the interior nodes, but more communication done at the boundary nodes.
4) Speedup improves using the 16 processors over the 8 and 4 processors.
5) The parallel algorithm has approximately 80% parallel efficiency.
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