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ABSTRACT

Grid computing has emerged as an effective mechanism for allocating globally available surplus computational capacity to applications whose requirements exceed local capacity. It is often viewed as a commodity exchange with additional grid computing specific constraints that may arise due to requirements on multiple resources (e.g., disk space) in addition to computing power. These constraints are related to complementarity and substitution effects among resources, and significantly alter the assumptions typically used for demonstrating the existence of market equilibrium. However, prior work in grid computing has simply assumed that market equilibria exist. Our work fills this gap by studying the existence of market equilibrium under the grid computing environment. To do so, we first establish an economic framework that incorporates the grid computing specific constraints into a commodity market. We next derive some intuitive necessary conditions based on the computing requirements of individual agents. We finally establish the existence of regular markets as a competitive equilibrium, given that these necessary conditions are met and that the agents’ utility functions satisfy some minimal requirements. In the process, we also show existence of competitive equilibrium for the special case of grid computing as a pure exchange economy¹.
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1. Introduction

1.1. Motivation

As the number of computers connected to the Internet grows, the number of idle ones at any instance also grows. This phenomenon results in the availability of a substantial amount of Internet-connected surplus computing resources (e.g., microprocessors, memory devices, storage disks, etc.) at any point in time. On the other hand, at the same time, the proportion of Internet-connected devices that may require the use of this surplus capacity also grows. As an example of the latter, consider the enormous growth of ubiquitous computing that relies on mobile and embedded devices [1,2]. These devices, through their interaction with human beings, produce a huge amount of data that need to be processed efficiently anytime anywhere. However, such devices often have limited resources in terms of CPU, storage, battery power and communication bandwidth. Thus, there is a need to transfer ubiquitous computing application services to more powerful computational resources available elsewhere.

Grid computing has emerged as an effective mechanism for allocating this surplus capacity to computers (and devices) that run applications whose requirements exceed locally available resources [3]. It is essentially a virtualization of computing in which computing resources can be combined using the Internet to fulfill the needs of computation hungry applications. Grid computing may appear in the literature in many different forms. For example, it may refer to volunteer computing [4], peer-to-peer (P2P) computing [5], or cloud computing [6], to name a few. At a high level, all of these allow exchange of computing resources in some form, and therefore, for the rest of the paper we refer to all of them collectively as grid computing. In essence, a computational grid is a hardware and software infrastructure that provides dependable, consistent, pervasive, and inexpensive access to high-end computational capabilities [7].

Grid computing originated in academia and research labs in order to solve CPU-intensive research problems, such as SETI@home [4]. Over time, it has been making its way into large enterprises due to its potential to create business value [8]. For owners of surplus computing resources, grid computing creates more revenue-generation opportunities—for example, consider Amazon’s S3 platform [9]. Further, for many firms it has the potential to lower IT costs through outsourcing their IT functionality to the grid, perhaps as much as 30% [10]. As a result,
grid computing is now widely deployed by organizations and provides seamless temporary processing capacity expansion to handle peak period demand on e-commerce servers, distributed gaming, and content storage and distribution [11]. This trend is evident through reports such as “Grid Computing: A Vertical Market Perspective 2005 -2010” which claimed that the worldwide Grid spending would increase from $714.9 million in 2005 to approximately $19.2 billion in 2010 [12]. In fact, [13] has argued that information technology’s shift from a fragmented, locally owned, capital asset model to a unified and centralized grid computing based service model will be momentous.

Grid computing enables commoditization of computing resources [14], resulting in a market place for trading these resources [15]. In this market place owners of computing resources can sell the use of their idle resources to owners of computing tasks, whose computing requirements surpass their own computing resources. A natural way for efficient management of these resources in a grid computing environment is to use an economic framework [15], which assumes that agents participating in grid computing are not altruistic and that their incentives matter—an assumption that we stick to for the rest of the paper. A variety of economic models that have been used in the context of selling goods and services are also relevant to grid computing: each of these entails a different model for setting the price of the resources or goods based on supply-and-demand and their utility to the agent. These works include monopoly markets [16-18], competitive markets [2,15,19] as well as auctions [11,20].

From the perspective of an agent (for example, a manager of computing resources in a firm) it is critical that trade takes place once it has decided to participate in a grid market. That is, the agent would like to know upfront whether trades would indeed take place and that the grid markets exist. Interestingly, researchers so far have implicitly assumed that such markets exist. This in turn assumes that grid markets are identical to other commodity markets—an assumption that may not be true, which may cast doubt on the validity of these results. It is not necessary that such grid markets have to exist since grid resources and the environment within which they get traded differ fundamentally from traditional commodities such as grain, iron ore and other raw materials for which there are well established commodity markets. Previous research on grid market structures does not provide any guidance or approach to ascertain the existence of grid markets which deal with commodities that are unique and have no commonality with traditional resources [21,22].

Although grid computing markets can be thought of as a way for exchanging commodities, these markets have additional constraints on what bundles can be bought and sold at a certain time. These bundles may arise due to requirements on multiple resources, such as disk space, memory bandwidth, etc. in addition to the usual requirement of computing power. For example, a grid computing bundle may require a certain amount of disk space in addition to computing power. This suggests that certain complementarity and substitution affects may exist among various resources in the grid computing market. These can be referred to as grid computing specific constraints. These constraints may significantly alter the assumptions typically used for demonstrating existence of market equilibria [23]. That is, there is a possibility that markets may not even exist under grid computing specific constraints and, if they do exist, they may require additional conditions on agents’ utilities as well as on commodity spaces.

Thus, there is a significant gap in the existing literature due to this assumption of existence of grid computing markets. Our work fills this gap by studying the existence of market equilibria under grid computing specific constraints. Such a study is helpful to IT managers as it would unequivocally assure that grid markets are feasible and importantly would provide guidance to Grid market operators such as France Telecom for Mobile Grids, Sun Microsystems for Computational and Data Grids, etc. in developing practical mechanisms that are critical to the development of robust grid markets in a real world competitive environment within which these firms operate [24].

1.2. Our Work

We earlier alluded to how grid computing markets are different from regular commodity markets. We now expand on this further by highlighting key characteristics of grid computing markets.

First, in traditional commodity markets, typically one agent always has the same resource in surplus while another agent always demands the same resource. In contrast, in grid computing an owner who has surplus computational resource at a particular time may run short and hence demand the same resource at another time. That is, in such a market place, depending on the resources owned and computing needs, it is possible that agents change their roles over time, and an agent can be both a buyer and a seller.

Second, the key aspect of distributed ownership poses a challenge to realizing the full potential of grid computing. That is, not only the agents are in competition with each other, an independent agent who has excess com-
Computing resources may have no incentive to offer it for use by another independent agent who faces a shortage of such resources. For instance, if agents care about money they would like to be compensated for offering the use of their excess resources—in particular, if they need to cover the costs of operating these resources. On the other hand, if the agents care about exchanging resources they would like to know that the resource exchanges are fair—in this case, one way to ensure fairness is the existence of implicit prices that underlie trades. In addition, not only the owners of each type of these resources may have different usage or access policies, cost structures and varying availabilities but also the agent who lacks enough resources also has requirements, which may not allow for a perfect exchange to occur.

Finally, these resources could be scattered across multiple geographically distributed organizations with different usage rates, varying availability and separate cost functions; and managing these resources is a complex activity. Thus, there is a need for robust economic models that realistically model the interaction among self-interested agents in the grid computing marketplace. This is an integral part of a robust environment that, engenders complex resource management and scheduling issues that are central to grid computing.

With these distinctions in mind, we are interested in exploring two fundamental theoretical questions regarding the existence of grid computing markets. These, in our opinion, should be resolved before the properties of the market mechanism as well as its implementation aspects are thoroughly investigated. First, would regular markets even exist under grid computing? Second, if so, under what conditions? One may ask as to why we even care—that is, what is different about grid computing that may change the structure of the economic interaction among agents trading for resources in a market place.

Indeed, there are three basic factors that differentiate trading for grid resources from trading in regular markets.

First, computing requires many resources together, such as microprocessors, local memories (e.g., dynamic access memories), mass storage (e.g., hard disks), etc. For example, a task requiring $m$ units of compute power (through microprocessors) may also require at least $n$ units of hard disk space. In economic terminology, these resources are complements.

Second, computing needs may be spread over time. For example, an agent may need a total of $m$ units of compute power over two distinct time slots (e.g., day and night) but may not care how the compute power is distributed over the two time slots. So, given $m_1$ and $m_2$ as the assigned compute powers in the two time slots, the agents would require that $m = m_1 + m_2$, with minimal restrictions of the actual values of $m_1$ and $m_2$. That is, in economic terminology, $m_1$ and $m_2$ are substitutes.

Third, agents may have job must be finished requirements. For example, an agent may have a strict requirement of at least $m$ units of compute power. Without meeting this requirement, it may not participate in the market. Note that most of the requirements of a grid computing environment can be expressed in terms of these factors. For example, a quality of service requirement of a certain (maximum) response time may be translated into a combination of job-must-be-finished requirements and complementarity conditions.

The study of the existence of a regular market would require examining partial equilibrium model, where all prices other than the good being studied are assumed to remain fixed, under the three additional sets of constraints outlined above. However, we study the general equilibrium model instead not only for its generality but also to cover the special case of grid computing as an exchange economy due to the observation that regular markets for grid computing have not become as popular as originally hoped for [15]. This is evident from the “Popcorn Market” experience [25], where agents were not interested in using real money due to various reasons, such as complexity of the markets, the lack of value creation from users’ perspective, and technical reasons such as security concerns, etc. This brings forth the need for studying alternative market mechanisms, such as an exchange economy [23,26], to study the interaction among agents in a grid marketplace. Thus, for most of the paper we stick to the general equilibrium concept and examine its application to regular markets in Section 4 as an example.

To study the general equilibrium concept for grid computing, we present a discrete time model [11] that allows for substitution across time slots. We assume that both supply and demand are deterministic, and look at two standard concepts of market equilibria. The first concept is the most general model used in the study of market equilibria—the less known price quasiequilibrium with transfers [23]. The second concept is the well-known (but specific) Walrasian equilibrium [23]. We study both of these concepts to ensure a full breadth of coverage of market equilibrium models. These equilibria depend on underlying assumptions on agents’ utilities, and may be implemented in fundamentally different ways. These equilibrium concepts are further defined in detail in Section 3, where we describe why studying these different equilibria is instructive. Given that the managers of computing resources are eventually interested in the mechanism through which they would exchange resources, they

---

1That is, a market place where agents with surplus computing resources would come to the market place and exchange their resources with those owners who need them, as long as it is mutually beneficial to do so over time—note that this would work as long as agents change roles over time.
would care about not only whether markets would exist but also which form they would eventually take.

Under some standard assumptions (e.g., convexity, etc.) on agents’ utilities, we show that these equilibria do exist in the presence of the first two grid computing specific requirements of complementarity and substitution, given that some basic necessary conditions that capture the third requirement of job-must-be-finished at an aggregate level. Specifically, similar to the typical approaches to demonstrating existence of market equilibria [23], we show that convexity of agents’ utilities is essential to showing existence of market equilibrium. Further, we show that the sufficient conditions get stricter as we move from the price quasi-equilibrium with transfers to the Walrasian equilibrium. The former requires the agents utilities to be convex and locally-satiated, whereas the latter requires them to be continuous, strictly convex, and strongly monotone\(^4\). However, we also show that the somewhat strict sufficient conditions for the existence of Walrasian equilibrium are not necessary, and provide some illustrative examples that demonstrate the same even when all the conditions ensuring its existence are not met.

Finally, we provide some extensions to our basic general equilibrium model that demonstrate the robustness of our results and make our work more complete. First, we extend our results to the specific case of regular competitive markets, where money is also a commodity. Recall that this was our objective to begin with. Second, we relax our assumption of deterministic supply and demand and show that our result would hold even when these are stochastic—a more realistic scenario. Third, we establish a finite non-cooperative basis for the competitive outcome which shows that our results hold even in the case of finite markets where agents may have market power.

We note that the ideas of grid computing as well as market equilibrium are not new. The novelty of this paper lies in the modeling of grid computing as a commodity market (and an exchange economy) for reasons outlined above. Further, our theoretical results, which not only apply to grid computing as a regular market but also to grid computing as an exchange economy, fill a gap in the literature by ensuring existence of these markets under grid computing specific constraints. We believe this gap to be a major one since previous literature examined characteristics and operations of grid markets assuming these markets exist, which may not have been true after all.

### 1.3. Related Work

The early work in grid computing has primarily focused on scheduling problems using a conventional static approach where a scheduling mechanism decides which users resource request would be executed using which owners resource. Typically, a cost function was optimized in making the scheduling decision [27,28]. However, the cost optimization was normally based on system-wide considerations rather than individual users requirements, such as delivery time frame. Further, this treatment implied that all user requests are the same thereby preventing individual users to negotiate based on their demand, priority and budget availability. In addition, despite recent attempts to model the scheduling problem in a non-cooperative way [29], this line of research has not considered an economic framework using which agents could trade resources.

Grid computing economics has an extensive literature. [15] was one of the first to look at economic mechanisms for grid computing, and introduced a simple economic framework. The framework allowed for the users (consumers) and owners (producers) of these resources to have different goals, objectives, and strategies; and discussed how they can be mapped to grid environment and existing grid tools and architectures. It also enabled the use of a variety of mechanisms and market models for setting prices of these resources based on their supply and demand and their value to the user. However, though [15] identified the application of competitive markets and auctions to grid computing it did not provide any specific mechanisms. Also, it did not make an attempt to analytically model the interactions between the agents in these diverse market structures. Finally, it did not examine the economic properties of the above mentioned market structures, namely whether they are allocatively efficient or incentive compatible.

Many papers [11,19,20,25] have looked at application of auctions to grid computing. [25] was one of the first papers to look at the application of auctions to grid computing. It described a market where people could trade with virtual money and sellers would simply auction their goods to the highest bidder. However, it looked at computing power in isolation and ignored the effects due to complementarity and substitution. [11] addressed these deficiencies and presented a unified framework that addressed complementarities among various grid resources as well as substitution effects across the time dimension. It formulated the problem as a combinatorial call auction and presented a portfolio of three solution approaches that trade off economic properties, such as allocative efficiency, incentive compatibility, and fairness in allocation, with computational efficiency. However, although the mechanism accounted for quality and time attributes and enabled the simultaneous trading of multiple buyers and sellers, it did not account for competition on the sellers’ side as all orders were aggregated to one

\(^4\)Many of the technical terms, such as convexity, local non-satiating, monotonicity, etc., are explained in Section 3.3.
virtual order. Moreover, the mechanism did not take co-allocation constraints into account. However, a major shortcoming of this work is that it does not raise the issues of efficient mechanism design and incentive alignment of the participating agents. All these deficiencies were addressed in [20]. Our work borrows the latest modeling techniques for auctions from [11] and [20], and applies them to commodity markets, in particular to exchange economies.

[19] looked at the efficiency of resource allocation under two different market conditions: commodities markets and auctions. It compared both market strategies in terms of price stability, market equilibrium, consumer efficiency, and producer efficiency. It then showed that commodities markets are a better choice for controlling grid resources than previously defined auction strategies, such as [25]. This motivated us to look at analytical properties of commodity markets. In this line of research, some recent work has also developed stochastic market equilibrium models for QoS assurance in grid computing environment [2].

Computational grids differ from other high performance computing systems in that the nodes where computations are carried out exhibit varying degree of heterogeneity. Therefore computing jobs in such grids generate a stochastic demand for computing resources. Another stream of recent research has explicitly considered the stochastic nature of the demand for computing resources. [2] developed a competitive model of the interaction between computing resources of the grid service providers and the ubiquitous applications embedded in the subscribers mobile devices. It presented the equilibrium behavior of the model when the interaction results in stochastic demand which is satisfied according to guaranteed quality of service standards. Further, given that efficiently balancing the load on the grid implied by these jobs is important, [29] developed a game theoretic solution to the load balancing problem.

Finally, many papers have focused on grid computing from a monopolist’s point of view [16-18] and view grid computing as a utility that a monopolist may be interested in selling. These have looked at determining cost structures in providing utility computing services and focus on developing pricing mechanisms in a stochastic environment. Given our focus on competitive markets, our work does not have much in common with this body of work, except that some of these ideas could be borrowed for the stochastic extension of our work.

None of the above papers has examined the existence of market equilibrium, the main focus of our paper. Our work is influenced by [26] that modeled a peer-to-peer file sharing system as an exchanged economy, and established not only the existence of market equilibrium but also a non-cooperative (finite) framework that would converge to a competitive equilibrium in the limit. Given that grid computing can also be viewed as a peer-to-peer computing system, our work can be viewed as the extension of [26] to grid computing.

1.4. Organization

The paper is organized as follows. In Section 2 we present our basic model. In Section 3 we present our theoretical results as well as numerical examples. In Section 4 we present various extensions to our results. Finally, Section 5 concludes.

2. The Model

The main idea is to introduce the time dimension with time as a discrete parameter and use it to define goods [11]. The duration $T$ (for example, a day) is divided into $J$ non-overlapping chunks (for example, a day can be divided into 24 one-hour slots). Then a good may be defined as one computation-unit-slot. Another example could be a storage-unit-slot.

Then, the problem we are trying to solve is: given $J$ slots, $G$ type of goods (i.e., a total of $L = G \times J$ goods), and $I$ agents, what is the set of conditions that ensure the existence of an exchange economy? We denote by $w_{ig}$ as agent $i$’s initial endowment of good $g$ in slot $j$. Similarly, by $x_{ij}$, we denote the final allocation of good $g$ for agent $i$ in slot $j$. Note that one can think of $l \in \{1, \ldots, L\}$ as the index traversing a vector of goods that results by vectorizing the matrix of goods indexed by rows $g \in \{1, \ldots, G\}$ and columns $j \in \{1, \ldots, J\}$.

Having defined goods this way, now we can have a regular exchange economy with agents holding initial endowments of goods and possible zero preference for certain goods. The following, somewhat trivial, example shows the existence of one exchange economy.

**Example 1.** Say there are $J$ agents that own one unit of computation unit each and want $J$ computation units over one slot each, with no overlaps among computing requirements. That is, agent $i$ has a computing requirement of $J$ during time slot $i$ only. Then this is a feasible problem, with the prices of all goods being equal. Agent $i$ would be the only consumer of good $i$ and all agents would supply good $i$.

Before we start a formal treatment of the grid computing markets, some initial observations are as follows. First, an agent needs to have some goods to sell in this exchange economy. In order to have enough buying power in this economy, it should have some combination of initial endowments that provides enough “cash” or money that allows the agent to acquire the required allocations. As an example, the agents can either have a lot of goods with low demands or a few goods with high demands. Note that this cash acts as a medium of transfer,
and may be real or virtual depending on the kind (regular vs. exchange) of economy under study. Second, typically an agent would be interested in participating only if its initial endowments don’t satisfy its required allocation. However, it may want to participate even if its initial endowments satisfy its requirements, especially if participating in the economy improves its utility in some way. For example, this may happen if the agent already has its required computing allocations in terms of its initial endowments in the first slot, and the agent is indifferent between getting the same allocations in the first and second slots. Then, if the agent can improve its cash balance (e.g., in a regular market) by selling its endowments in the first slot and buying the same amount of allocations in the second slot, its overall utility can be improved, and it would participate in the market.

3. Equilibrium with Grid Constraints

As discussed earlier, there may be some exceptions to a general exchange economy due to how grid markets may work. We are interested in how these exceptions affect the existence of an equilibrium. We begin by looking at these exceptions in Section 3.1. We then derive some necessary conditions for the existence of various market equilibria in Section 3.2. Next, we provide sufficient conditions for the existence of various market equilibria in Section 3.3. Finally, Section 3.4 wraps up this section with some illustrative examples of existence of Walrasian equilibrium.

3.1. The Grid Constraints

First, note that the goods representing the same type of good across time slots (i.e., \( x_{og} \)) are substitutes, and all the agent may care about is that it gets enough of a particular type of good over all time slots. For example, \( x_{og1} \) may substitute for \( x_{og2} \) and vice versa—the computing cycles in slot 1 are a substitute for the computing cycles in slot 2.

This substitution may have underlying coefficients of substitution embedded in the utility functions. That is, a unit of \( x_{og1} \) may not weigh the same as a unit of \( x_{og2} \). However, for simplicity we assume that the coefficients of substitution are all one. This is particularly true for CPU time due to the sequential nature of programs. Further, the issue of substitution of other goods becomes somewhat irrelevant due to the complementarity conditions outlined below. For example, for disk capacity, 1 GB in period 5 and 1 GB in period 6 may not be the same as 2 GB in period 5 on its own—however, the capacity breakdown may suffice in conjunction with the complementarity requirements associated with CPU time.

Second, there may be intra-slot complementarities between (type of) goods. That is, there may be dependencies among different types of goods. This is reflected as,

**Requirement 1.** \( x_{og} \geq k_{ig} x_{ij}, \forall g \in \{1, \ldots, G\}, \forall j \in \{1, \ldots, J\} \), where the \( k_{ig} \)'s are constants.

For example, given \( x_{ij1}, x_{ij2} \) as the acquired (type of) good-type 1 and 2 in slot \( j \), agent \( i \) may want \( x_{ij1} = k_{ij2} x_{ij2} \). Specifically, an agent may want one computational unit with three storage units in the same slot.

Third, agents may have overall job-must-be-finished requirements. That is, an agent may have a minimum requirement on a type of good over all slots. This is reflected as,

**Requirement 2.** \( \sum_{j=1}^{J} x_{ig} \geq r_{ig}, \forall i \in \{1, \ldots, I\}, \forall g \in \{1, \ldots, G\} \).

That is, for agent \( i \), the sum of type-of-good \( g \) (e.g., computation units) over the time slots should be greater than its requirement for good \( g \). For example, a requirement for agent \( i \) may be \( \sum_{j=1}^{J} x_{ij} \geq r_{ij} \). An agent may not participate in the exchange economy if its job is not guaranteed to finish. By deciding not to participate it may break the equilibrium.

Given Requirements 1 and 2, and using \( k_{ig} = k_{ig} \), consumer \( i \)'s problem may be written as

\[
\max_{x_{ij} \in X_{ij} \cap P_{ij} \cap S_{ij} \cap W} \sum_{j=1}^{J} x_{ij} \geq k_{ig} x_{ij}, \forall i \in \{1, \ldots, I\}
\]

where \( k_{ig} \in \mathbb{R}_+ \). Note that, given the agent may be able to improve its utility via inter-timeslot substitution, this property is embedded in the agent utility function \( u_i(x_{ij}) \). Note that, if the inequality \( x_{ij} \geq k_{ig} x_{ij} \) were an equality, consumer \( i \)'s problem (1) can be modified to

\[
\max_{x_{ij} \in X_{ij} \cap P_{ij} \cap S_{ij} \cap W} \sum_{j=1}^{J} x_{ij} \geq r_{ij}, \forall i \in \{1, \ldots, I\}
\]

assuming that the Requirements 2 are related through \( k_{ig} \) and are automatically satisfied. That is,

\[
\sum_{j=1}^{J} x_{ij} \geq r_{ij} \implies \sum_{j=1}^{J} x_{ij} \geq r_{ig}, \forall g \in \{2, \ldots, G\}.
\]

This rules out results ensuring uniqueness of equilibrium [23,F] since these results rely on the goods being gross substitutes.
realistic. This allows us to derive useful results without overly complicated models. We come back to these additional characteristics in Section 4.1, and show that they do not change the basic nature of our results.

In particular, we define three equilibrium concepts that work under different assumptions on how the markets function. These show that we move from centralized trade to fully decentralized trade by using increasingly strict requirements on users’ preferences. In this process, we start with the most general form of price quasiequilibrium with transfers and end up with the well known form of Walrasian equilibrium. In what follows we not only discuss what these equilibria are but also point out as to why managers of a firm’s computing resources should be interested in them.

We start with the price quasiequilibrium with transfers that requires the agents’ utilities to be convex and locally-nonsatiated. Note that convexity in preferences implies that at one can always do a little bit better, even if one is restricted to only small changes in the consumption bundle. These requirements are the least constraining and allow for the broadest set of user utilities to be considered. However, this equilibrium assumes the existence of a central planner that would re-distribute wealth through lumpsum transfers that add up to implicit budget balances. There are two potential issues with this concept. First, it assumes the presence of a central planner (e.g., an auctioneer), which may not be present under all situations—in particular, in a completely distributed setting. Second, it does not specify a functional form of how these lumpsum transfers are calculated, which may pose distributional issues in a market.

We then look at the concept of Walrasian quasiequilibrium that extends the concept of price quasiequilibrium with transfers to specify a functional form of how these lumpsum transfers are calculated. These lumpsum transfers are defined as implicit budget balances that correspond directly to agents’ expectations. However, this concept still requires the presence of a central planner. That is, this concept may be applied to some market settings, such as auctions but not to others, such as commodity markets. This extension is achieved by constraining agents’ utilities and requires them to be continuous, in addition to the existing requirements of convexity and local-nonsatiation.

Finally, we look at the concept of Walrasian equilibrium that further relaxes the remaining requirement of the presence of a central planner, and allows for fully distributed trade. That is, it applies to all different kinds of market forms. This concept maintains the continuity requirement of Walrasian quasiequilibrium. However, it requires the agents’ utilities to be strictly convex and strictly monotone instead of convexity and local-nonsatiation. Note that monotonicity implies that “at least as much of everything is at least as good”, whereas strong monotonicity implies that at least as much of every good, and strictly more of some good, is strictly better.

We now capture the necessary and sufficient conditions for the exchange economy to exist.

3.2. Necessary Conditions

We start with the necessary conditions. These are grid computing specific, and do not exist in regular exchange economies. These conditions, if not met, will render the question of the existence of exchange economies moot. From the perspective of a manager of computing resources this is the first test of whether trading of such resources would be possible in a grid computing market place.

The following necessary condition deals with the job-must-be-finished requirement (Requirement 2), as follows.

**Lemma 1.** An equilibrium exists only if there is enough supply to satisfy demand over the whole duration $T$. That is,

$$\sum_{i=1}^{l} \sum_{j=1}^{l} w_{ij} \geq \sum_{i=1}^{l} r_{ig}, \forall g \in \{1, \ldots, G\}. \quad (3)$$

**Proof:** If the above condition is not satisfied then there exists a $\tilde{g} \in \{1, \ldots, G\}$ such that

$$\sum_{i=1}^{l} \sum_{j=1}^{l} w_{ij} < \sum_{i=1}^{l} r_{ig}. \quad (4)$$

However, if all agents have Requirement 2, then

$$\sum_{j=1}^{l} x_{ij} \geq r_{ig}, \forall i \in \{1, \ldots, I\},$$

which upon summing over $i$ gives

$$\sum_{i=1}^{l} \sum_{j=1}^{l} w_{ij} \geq \sum_{i=1}^{l} r_{ig},$$

$\quad (5)$

Mathematically, convexity is defined as follows: given $x, y,$ and $z$ in $X$ such that $x \succeq z$ and $y \succeq z$, then $\alpha x + (1-\alpha) y \succeq z$ for all $0 \leq \alpha \leq 1$. For strong convexity, the definition changes to: given $x \not\succeq y$, and $z$ in $X$ such that $x \succeq z$ and $y \succeq z$, then $\alpha x + (1-\alpha) y \succeq z$ for all $0 \leq \alpha \leq 1$.

Mathematically, non-satiation is defined as follows: given any $x$ in $X$ and any $\varepsilon > 0$, there is some $y$ in $X$ with $[x-y]<\varepsilon$ such that $y \succ x$.

Note that when we write $x$ is preferred (using the relation $\succ$) over $y$, we mean “the consumer thinks that the bundle $x$ is at least as good as the bundle $y$.”
a contradiction to (9). □

This intuitive condition essentially says that there is enough aggregate supply over all slots to satisfy the aggregate demand over all slots. An illustrative example is as follows.

**Example 2.** Say \( I = 2, \ J = 2, \ G = 1; \ w_{11} = [2, 6], \ w_{21} = [1, 6]; \) and \( r_{1} = 9, \ r_{21} = 8. \) Then, given the total supply of \( 15 (= w_{11} + w_{12} + w_{21} + w_{22}), \) there is no way to satisfy the total demand of \( 17 (= r_{1} + r_{21}) \), and no exchange economy can exist. However, it is possible to satisfy the total demand if \( w_{21} = [3, 6]. \) Then exchange economies can exist—for example, a possible solution is \( x_{11} = [5, 4] \) as well as \( x_{21} = [0, 8]. \)

### 3.3. Sufficient Conditions

We now present sufficient conditions for existence of various market equilibria. These results essential show that grid constraints don’t matter as long as agents’ utilities are convex. The only requirement is that the intuitive necessary condition (3), which is based on Requirement 2, is satisfied. We note that the nature of these results, and hence the proofs, do not change if the overall job-must-be-finished condition (Requirement 2) is replaced by the corresponding per-slot condition (6). The only difference is that the necessary condition, Lemma 1, is replaced by Lemma 2. Formally introduced in [23, 17.B.1], we have a private ownership economy specified by

\[
\{\{(X_{i}, \mathcal{F})\}_{i=1}^{I}, \{Y_{i}\}_{i=1}^{I}, \{W_{i}\}_{i=1}^{I}\},
\]

where \( x_{i} \in X_{i} = \mathbb{R}_{+}^{I} \) and \( w_{i} \in W_{i} = \mathbb{R}_{+}^{I} \) are the final and initial allocations, respectively. \( y_{i} \in Y_{i} = -\mathbb{R}_{+}^{I} \) is the variable representing free disposal (i.e., a quantity that can be disposed off for free, assuming that is possible). Finally \( u_{i}(x_{i}) \) is the utility function associated with the underlying preference relation \( \succeq_{i}. \)

We first define a price quasiequilibrium with transfers (see Definition [23, 16.D.1]): this is the most general form, with the least strict requirements of convexity and local nonsatiation on the agents’ utilities. That is, it makes no assumption about continuity and monotonicity of preferences.

**Definition 1.** In the economy defined above, an allocation \( \{x_{i}^{*}, y_{i}^{*}\} \) and a price vector \( p = (p_{1}, \cdots, p_{I}) \neq 0 \) constitute a price quasiequilibrium with transfers if there is an assignment of wealth levels \( (tw_{1}, \cdots, tw_{I}) \) with

\[
\sum_{i} p_{i} = p \cdot \sum_{i} w_{i} + y_{i}^{*} \quad \text{such that}
\]

- \( p \cdot y_{i} \leq p \cdot y_{i}^{*}. \)

- For every \( i, \) if \( x_{i} \succeq x_{i}^{*}, \) then \( p \cdot x_{i} \geq tw_{i}. \)

- \( \sum_{i} x_{i}^{*} = \sum_{i} w_{i} + y_{i}^{*}, \)

where \( \succeq \) is the strict preference relation. Then we state the following result that follows Proposition [23, 16.D.1].

**Proposition 1.** Consider an economy specified by \( \{\{(X_{i}, \mathcal{F})\}_{i=1}^{I}, \{Y_{i}\}_{i=1}^{I}, \{W_{i}\}_{i=1}^{I}\}, \) and suppose that every preference relation \( \succeq_{i} \) is convex and locally nonsatiated. Then, given Requirements 1 and 2, if (3) is satisfied, a price quasiequilibrium with transfers exists.

**Proof:** This proof is along the same lines as the one for Proposition [23, 16.D.1] (a version of the second fundamental welfare theorem: any Pareto optimal allocation \( \{x^{*}, y^{*}\} \) is a price quasiequilibrium with transfers), which essentially involves showing the existence of a price hyperplane for convex and nonsatiated utilities. We don’t reproduce it here, except to highlight what is different.

In this case, Requirements 1 and 2 can be included in agents’ optimization problems as linear constraints, as in (1). If \( u_{i} \) are convex functions, then consumer \( i \)'s problem is still convex since the feasible set is the intersection of convex sets [30] (recall that linear constraints—either inequalities or equalities—are allowed). This means that the analysis in Proposition [23, 16.D.1] will still apply: we just have to guarantee that Pareto solutions are feasible. This, in turn, relies upon showing that the collective feasible set (i.e., intersection of individual feasible sets, which are derived from respective constraints) of outcomes is not empty—note that this is also a necessary condition for the existence of an equilibrium.

But, this is straightforward, since the non-emptiness of individual feasible sets ensures the non-emptiness of the collective feasible set. Recall that, given any price vector \( p, \) agent \( i \)'s choice is independent of agent \( j \)'s choice [23]. The independence of agents’ choices is a characteristic of decentralized economies where agents do not have market power. Given a market clearing price “\( p \)” the agents optimize for their utilities independently of each other and hence their choices are independent of each other. That is, given \( X_{i} \) as agent \( i \)'s feasible set in own variables, it’s overall feasible set \( \{ \in \mathbb{R}_{+}^{I} \} \) is \( \mathbb{R}^{I_{1}} \times \cdots \times X_{i} \times \cdots \times \mathbb{R}^{I_{L}}. \) This implies that, if we focus on agent \( i \)'s variables, agent \( j \)'s feasible set is \( \mathbb{R}_{+}^{I_{j}}, \) which when intersected with agent \( i \)'s feasible set gives back agent \( i \)'s feasible set. Thus the intersection of overall feasible sets gives the union of the feasible sets in respective variables, each of which is non-empty. Note that it is possible that the feasible region contains only the initial endowments. This is acceptable since a single point is a (closed) convex set.

Finally, any market solution not only satisfies all the linear constraints for all the agents but also is Pareto su-
A price quasiequilibrium with transfers assumes the existence of a central planner that would assign wealth transfers among agents after trade has taken place. Further, it does not specify how the wealth transfers are distributed among the agents. The absence of this mechanism may not be acceptable in practical settings, where rational agents (or firm managers) would like to understand how these wealth transfers are related to their initial endowments as well as prices (implicit or explicit) of goods. Thus, we would like a distributed solution that does not require the presence of the central planner—a solution that endogenizes the wealth transfer. We would also like the solution to specify the wealth transfer in a form that is acceptable to rational agents.

A partial solution, Walrasian (or competitive) quasiequilibrium, which solves the second issue, is a special case of the price quasiequilibrium with transfers, with \( t_{w} = p \cdot \{ w + \theta \}, \) where \( \theta \) is the share of agent \( i \) of free disposal—note that the transfers are now basically the implicit budget balances of the agents. Compared to the price quasiequilibrium with transfers, this concept places the additional restriction of continuity (in addition to convexity and local nonsatiation) on agents’ preferences. That is, it requires the agents’ preferences to satisfy the properties of continuity, convexity, and nonsatiation.

We now state the following result that guarantees the existence of a Walrasian quasiequilibrium (see Proposition [23, 17.BB.2]):

**Proposition 2.** Suppose that for an economy with \( I > 0 \) consumers, we have

- For every \( i \)
  - \( X_i \subset \mathbb{R}^2 \) is closed and convex;
  - \( \succ \) is a rational, continuous, locally nonsatuated, and convex preference relation defined on \( X_i \);
  - \( w_i \succeq \hat{x}_i \) for some \( \hat{x}_i \in X_i \).
- The set of feasible allocations

\[
A = \left\{ (x, y) \in \mathbb{R}^2 \times \mathbb{R}^2 : x_i \in X_i \right\}
\]

for all \( i, y_i \in Y_i \), and \( \sum_{i} x_i \leq \sum_{i} w_i + y_i \),

is compact.

Then, given Requirements 1 and 2, if (3) is satisfied, a Walrasian quasiequilibrium exists.

**Proof:** The proof is along the same lines as the one for Proposition [23, 17.BB.2], which essentially involves showing the existence of an equilibrium price through a fixed-point argument. We do not reproduce it here, except to highlight the differences, and to show that the differences do not alter the end result.

First, since intersection of closed and convex sets remains closed and convex [33], the inclusion of the linear constraints (closed and convex sets) implied by Requirements 1 and 2 creates closed and convex choice sets \( X_i \subset X_i \subset \mathbb{R}^2 \), and the analysis in Proposition [23, 17.BB.2] still applies.

Second, not only Pareto solutions are feasible but also any market solution satisfies all the linear constraints for all the agents and is Pareto superior to initial endowments, as argued in the proof of Proposition 1.

Since a Walrasian quasiequilibrium restricts transfers, the conditions for Proposition 2 are stronger than the conditions for Proposition 1. That is, the existence of a Walrasian quasiequilibrium suffices to ensure the existence of a price quasiequilibrium with transfers. However, the reverse is not true—the existence of a price quasiequilibrium with transfers does not automatically imply the existence of a Walrasian quasiequilibrium.

A Walrasian quasiequilibrium still assumes the existence of a central planner that would assign wealth transfers among agents after trade has taken place. However, such a central planner may not be present in many settings. Then we would like a distributed solution that does not require the presence of the central planner—a solution that endogenizes the wealth transfer. That is, we would like the existence of equilibria among independent agents that are restricted by their implicit budget balance based on corresponding initial endowments.

The solution, a Walrasian equilibrium, is the most restrictive form from the perspective of agents’ preferences. This is defined as follows (see Definition [23, 17.B.1]).

**Definition 2.** In this economy, an allocation \( (x^*, y^*) \) and a price vector \( p = (p_1, \ldots, p_I) \) constitute a Walrasian equilibrium if

- \( y_i^* \leq p \cdot x_i^* = 0 \), and \( p \geq 0 \)
- \( x_i^* = x_i(p, p \cdot w_i) \), \( \forall i \), where \( x_i(\cdot) \) is consumer \( i \)'s Walrasian demand function. That is, \( x_i^* \) solves

\[
\max_{x_i \in X_i, p \cdot x_i, p \cdot w_i} u_i(x_i).
\]

- \( \sum_{i} x_i^* = \sum_{i} w_i + y_i^* \).

Note that a Walrasian equilibrium is the same as the Walrasian quasiequilibrium except for the stronger profit maximizing condition (5). Also note that Proposition 1 does not guarantee the existence of a Walrasian equilibrium, whereas Proposition 2 would guarantee the existence of a Walrasian equilibrium (Proposition [23, 17.BB.1]) if the Walrasian quasiequilibrium satisfies the

Footnote: From Exercise [23, B.1], this is equivalent to \( p \cdot y_i \leq p \cdot y_i^* \), the first condition in the definition of a price quasiequilibrium with transfers.

\( x_i^* \) solves \( \max_{x_i \in X_i} u_i(x_i) \) is the same as: for every \( i \), if \( x_i \succeq x_i^* \), then \( p \cdot x_i \succeq p \cdot x_i^* \). This is stronger than: for every \( i \), if \( x_i \succeq x_i^* \), then \( p \cdot x_i > p \cdot x_i^* \).
cheaper consumption condition (Definition [23, 17.BB.2]).

To show the existence of a Walrasian equilibrium, an approach, based on [23, 17.B.1], is as follows. We first define the excess demand functions for the consumers as

\[ z_i(p) = x_i(p, p \cdot w_i) - w_i, i \in \{1, \ldots, I\} \]

and the excess demand function of the economy as

\[ z(p) = \sum_{i=1}^I z_i(p). \]

Then the following conditions guarantee the existence of a Walrasian equilibrium by guaranteeing that the system of equations \( z(p) = 0 \) has a solution (see Propositions [23, 17.B.2] and [23, 17.C.1]). Note that, compared to the Walrasian quasiequilibrium, while it keeps the requirement of continuity, it replaces the requirements of convexity and non-satiation with the stricter requirements of strict convexity and strong monotonicity. That is, it requires the agents’ preferences to satisfy the properties of continuity, strict convexity and strong monotonicity.

**Proposition 3.** Suppose that, for every consumer \( i \), \( X_i = \mathbb{R}^n_{+} \) and \( \succeq_i \) is continuous, strictly convex, and strongly monotone. Also suppose that \( \sum_{i=1}^I w_i \geq 0 \). Then \( z(p) \), defined for all \( p \geq 0 \) satisfies

- \( z(.) \) is continuous.
- \( z(.) \) is homogeneous of degree zero.
- \( p \cdot z(p) = 0 \) for all \( p \).
- There is an \( s > 0 \) such that \( z_i(p) > -s \) for every commodity \( l \) and all \( p \).
- If \( p^* \to p \), where \( p \neq 0 \) and \( p_l = 0 \) for some \( l \), then \( \max z_1(p^*), \ldots, z_I(p^*) \to \infty \).

Further suppose, given Requirements 1 and 2, (3) is satisfied. Then the system of equations \( z(p) = 0 \) has a solution—that is, a Walrasian equilibrium exists.

**Proof:** The proof is along the same lines as the one for Proposition [23, 17.B.2], which essentially involves showing the existence of an equilibrium price through a fixed-point argument. We do not reproduce it here, except to highlight the differences, and to show that the differences do not alter the end result.

First, the only potential issue in the application of Proposition [23, 17.B.2] followed by Proposition [23, 17.C.1] is the continuity of the excess demand function \( z(.) \) (it can be trivially verified that all the other properties of \( z(.) \) in Proposition [23, 17.B.2] remain unchanged). This continuity is established as follows: the agents’ problems remain strictly convex despite the inclusion of the linear constraints implied by Requirements 1 and 2, and the Walrasian demand correspondences \( x_i(p, p \cdot w) \) remain single valued, implying continuity of the excess demand function \( z(.) \) (Proposition [23, 3.AA.1]).

Second, not only Pareto solutions are feasible but also any market solution satisfies all the linear constraints for all the agents and is Pareto superior to initial endowments, as argued in the proof of Proposition 1.

Recall that, since a Walrasian equilibrium uses the strictest conditions, the existence of a Walrasian equilibrium suffices to ensure the existence of a Walrasian quasiequilibrium, and hence a price quasiequilibrium with transfers. One may wonder as to why we have provided three different (though related) results on the existence of a market equilibrium under an exchange economy. It is obvious that these results deal with increasingly strict conditions on users’ preferences. That is, the set of utilities satisfying these conditions gets smaller as the conditions get stricter.

### 3.4. Illustrative Examples

Let us now examine as to how reasonable each of these assumptions are in the grid computing setting. It is reasonable to assume that utilities are continuous. However, under the restrictions posed by the grid economy, utilities may not be strongly monotone and/or strongly convex. That is, it may be more appropriate to work with monotone (i.e., increasing) and convex utilities (e.g., linear functions, as in Examples 3 and 4), and allow the possibility of \( p_i = 0 \) and \( z_i(p) < 0 \) for some \( l \). Then, in terms of theoretical results, only Propositions 1 and 2 would be useful, and existence of Walrasian equilibria needs to be demonstrated through examples, as in Examples 3 and 4 that follow.

We next look at some representative examples of an exchange economy in the grid computing setting. These examples demonstrate that the strong assumptions (i.e., continuity, strong convexity, and strong monotonicity) of Proposition 3 are not necessary to demonstrate the existence of a Walrasian equilibrium, and Walrasian equilibrium can exist in presence of continuous, convex, and monotone (i.e., non-decreasing) utilities as well.

The following example shows the existence of an exchange economy in the absence of complementarity requirement (Requirement 1).

**Example 3.** Say \( I = 2 \), \( J = 2 \), \( G = 1 \); \( w_{1s} = \{2, 6\} \); \( w_{2s} = \{3, 6\} \); \( r_{1s} = 9 \); \( r_{2s} = 8 \); and \( u_i = x_{1s} + x_{2s} \); \( u_j = 2x_{1s} + x_{2s} \). Then the agents’ respective problems are given by

\[
\max \sum_{j=1}^2 p_j x_{1s} j + \sum_{j=1}^2 p_{2s} x_{2s} j \quad u_i
\]

and

\[
\max \sum_{j=1}^2 p_j x_{1s} j + \sum_{j=1}^2 p_{2s} x_{2s} j \quad u_j
\]

A possible solution is \( x_{1s} = \{0, 9\} \) as well as \( x_{2s} = \{5, 3\} \), with supporting prices \( p_{1s} = \{1.5, 1\} \), where \( p_{2s} \) is the price of good g in slot j.
Any scalar multiple of $p^*$ would also give the same solution, as in any exchange economy [23]. This solution is unique in the sense that all equilibrium allocation have $x_{1i} = \{0.9\}$, $x_{2i} = \{5.3\}$, with $p_{1i}/p_{2i} = 1.5$. Note that each customer’s demand is homogenous of degree zero in the price vector $p^*$; that is, if prices double, then the consumer’s wealth also doubles and his budget set remains unchanged. Thus, from Definition [23, B.1], we see that if $p^*$ is a Walrasian equilibrium price vector, then so is $2p^*$. In short, only the relative prices are determined in an equilibrium.

Example 3 can be extended to include complementarities, as demonstrated in the following, more comprehensive example.

Example 4. Say $I = 2$, $J = 2$, $G = 2$; $w_{1i} = \{2,6\}$, $w_{2i} = \{2,2\}$, $w_{12} = \{3,6\}$, $w_{22} = \{2,3\}$; $r_{i1} = 9$, $r_{21} = 8$; $x_{111} = 2x_{112}$, $x_{121} \geq 3x_{122}$, $x_{211} \geq 4x_{212}$, $x_{212} \geq 5x_{222}$, and $u_i = x_{1i1} + 2x_{1i2} + x_{2i1} + x_{2i2}$.

Then the agents’ respective problems are given by

$$\max_{u_1} \sum_{g \in [I]} p_{1g} x_{1g} + \sum_{g \in [J]} p_{2g} x_{2g}$$

and

$$\max_{u_2} \sum_{g \in [I]} p_{1g} x_{1g} + \sum_{g \in [J]} p_{2g} x_{2g}$$

A possible solution is $x_{1i} = \{0.9\}$, $x_{2i} = \{0.3\}$, $x_{2i} = \{1.25, 0.6\}$, with supporting prices $p_{1i} = \{1.5\}$ and $p_{2i} = \{0.0\}$.

That is, the prices of the second (complementary) good don’t matter and, in addition, the complementarity conditions bind (due to the utility functions’ dependence on the second good). These prices may be derived through numerical computations that model price dynamics. Interestingly enough, it does not matter how the ratio $p_{1i}/p_{2i} = 1.5$ may be reached either from above or below. Note that the upper bounds on the first type of good are provided only through the respective prices, whereas the upper bounds on the second type of good may also be provided by the complementary conditions. The intra time slot complementarity conditions imply that it may suffice for every agent to effectively optimize over only one type of good, and establish conditions for the existence of Walrasian equilibria. All other goods can then be exchanged for free, provided that the necessary conditions for resource availability are met.

In general, given that the utility depends on all goods in an strictly increasing (i.e., strictly monotone) manner, we can easily show that non-zero prices are necessary only on the primary variables, which are defined the variables that have no other upper bounds than the endowment driven wealth effects. Strictly positive prices are necessary on the primary variables since these prices result in the creation of upper bounds through the endowment driven wealth effects. If any of these prices were zero, these variables will increase without bound due to the strict monotonicity of the utility. Further, strictly positive prices are not necessary on the secondary variables, which are defined as variables that have other upper bounds (either exogenous or through complementarity conditions with the primary variables), as demonstrated by Example 4.

4. Extensions

So far we have looked at a competitive exchange economy with deterministic supply and demand. This representation, though representative, may not be comprehensive. First, there may be many more characteristics of grid computing environments that are not captured in Section 2. Second, agents’ demands may not be deterministic but stochastic. Third, we would like to know whether the results apply to regular markets where real money is also a commodity. Fourth, we would like to know if these results apply to finite markets where many of the appealing properties of competitive markets do not hold. In this section, we look at corresponding extensions to our basic model. The first extension examines the inclusion of additional, grid computing related, constraints to our model. The next two extend our results to the case of uncertain supply and demand as well as to regular markets with money. The final extension looks at a non-cooperative basis for our results. In totality these extensions enable a firm’s manager to understand the intricacies, nuances and abstractions of the grid market place as they emerge in real world contexts.

4.1. Other Grid Computing Characteristics

As we mentioned in Section 2, our treatment of the characteristics of grid computing environment was realistic enough to develop relevant results. We now examine other relevant characteristics and argue that our basic results hold.

First, the job-must-be-finished requirements in Section 2 may not be comprehensive. That is, in addition to the across-slot job-must-be-finished requirements, an agent may have per-slot requirements

$$x_{ig} \geq r_{ig}, \forall i \in \{1, \ldots, I\}, \forall g \in \{1, \ldots, G\}, \forall j \in \{1, \ldots, J\}. (6)$$

This results in the following necessary condition deals with the stricter, per-slot requirement (6), and essentially says that there is enough supply in every slot to meet the total per slot demand.

Lemma 2. An equilibrium exists only if there is enough supply to satisfy demand in every slot. That is,
\[
\sum_{i=1}^{f} w_{ij} \geq \sum_{i=1}^{f} r_{ij}, \forall g \in \{1, \ldots, G\}, \forall j \in \{1, \ldots, J\}.
\]

**Proof:** If the above condition is not satisfied then there exist \( \bar{g} \in \{1, \ldots, G\}, \bar{j} \in \{1, \ldots, J\} \) such that
\[
\sum_{i=1}^{f} w_{\bar{g}\bar{j}} < \sum_{i=1}^{f} r_{\bar{g}\bar{j}}.
\]

However, if all agents have Requirement 2, then
\[
\sum_{i=1}^{f} w_{\bar{g}\bar{j}} \geq \sum_{i=1}^{f} r_{\bar{g}\bar{j}},
\]
which contradicts (10). \( \square \)

An illustrative example is as follows.

**Example 5.** Say \( I = 2, J = 2, G = 1; w_{11} = \{2, 6\}, w_{21} = \{1, 6\}; \) and \( r_{11} = \{4, 4\}, r_{21} = \{0, 7\} \). Then, there is no way to satisfy \( 3 = w_{111} + w_{211} \geq x_{111} \geq r_{111} = 4 \), and no exchange can exist. However, a solution is feasible if \( w_{211} = \{2, 6\} \). In this case, one solution is \( x_{111} = r_{111} = \{4, 4\} \) as well as \( x_{211} = r_{211} = \{0, 7\} \).

These per-slot requirements do not change the nature of the problem, and the nature of the proofs for main results (Propositions 1 - 3), except that they create additional necessary conditions (Lemma 2 in Section 3.2). That is, the only difference is that the necessary condition, Lemma 1, is replaced by Lemma 2. Therefore, without loss of generality, we stick to the overall job-must-be-finished conditions for the remainder of this paper.

Further, the job-must-be-finished requirements imply an “all or nothing” approach. However, for certain type of jobs it is possible that there is value from partial fulfillment. Addressing this requires relaxation (or removal) of the job-must-be-finished constraints, which makes the agents’ optimization problems less constrained, and our task of ensuring existence easier. In summary, our formulation allows exploration of this avenue as well.

Second, the substitution constraints in Section 2 may not be comprehensive. For example, in addition to the inter-time slot substitution between same type of good there may be substitution between different types of goods. We have not included this due to the following reasons. To begin with, substitution between different type of goods is possible but not very common. For example, a requirement for CPU capacity may not be easily replaced with a requirement for disk capacity. Next, it is indeed possible to include additional constraints that capture substitution between different types of goods. However, it does not change the nature of the proofs for our main results (i.e., Propositions 1 - 3) — the only difference would be that an agent will just have more linear constraints in its optimization problem (1). Therefore, without loss of generality, we stick to the inter-slot substitution conditions between the same type of goods for the remainder of this paper.

Third, the complementarity constraints in Requirement 1 may not be comprehensive. For example, these conditions may be across time slots — i.e., \( x_{ij} \geq k_{ij} x_{ij} \), \( g \in \{1, \ldots, G\}; \bar{j}, j \in \{1, \ldots, J\} \). Further, there may be additional complementarity requirements between different (e.g., second and third) type of goods. There are many ways to address this. To start with, complementarity conditions need not be comprehensive. For example, in grid computing, the complementarity conditions are typically tied to CPU cycles, the first type of good. Next, it is possible to introduce additional complementarity conditions not only between all types of goods but also across time slots. This does not change the nature of results established under the original, intra-slot complementarity conditions — the only difference would be that an agent will just have more linear constraints in its optimization problem (1). Finally, we could replace the inequalities by equalities, which implicitly makes the conditions comprehensive. Again, in this case, though the linear constraints are tighter, the nature of the proofs doesn’t change. Therefore, without loss of generality, we stick to the intra-slot complementarity conditions for the remainder of this paper.

Finally, note that grid computing may have many abstractions, including, economic, operational, and technical. The technical and operational requirements can be further broken down as follows. There are infrastructure issues (e.g., identifying and integrating with suitable computer clusters), interoperability issues (e.g., lack of standards, portability of applications, virtualization, etc.), and quality-of-service issues (e.g., service level agreements). Then, there are security (e.g., private and public clouds) as well as communications issues (for example, some programs require more communication than others). We have tried to model the interactions at the economic level while representing some essential requirements from other levels. Our aim is not to be comprehensive but to be realistic is our representation. Further, many of these technical characteristics (e.g., infrastructure issues, interoperability, security, etc.) are necessary from the perspective of final implementation, and can be modeled as combinations of existing types of constraints, without limiting our models in any way.

### 4.2. Stochastic Supply and Demand

So far we have focused on markets where the supply and demand is known in advance. In realistic situations, there is always some uncertainty about these quantities. For example, an agent may not know for sure how much supply it will actually bring to the market. Similarly, it may not know the actual demand it may actually face. Then, from the perspective of a manager of computing...
resources, a natural question is whether our results on existence of market equilibria can be extended to the setting where supply and demand are uncertain.

To answer this, we follow the treatment in Section [23, 19.C]. We first define the “state” of the world as one of the (finite) possible realizations of supply and demand. The state of an agent may be defined as \( s_i \in \{1, \cdots, S_i\} \), where \( S_i \) is the maximum possible number of states for agent \( i \). Then, the state of the world may be defined as \( s \in \{1, \cdots, S\} \), where \( S = S_1 \times \cdots \times S_N \). Now, we can define a (state-)contingent commodity as a combination of the actual commodity \( l \) and state \( s \). The allocation for agent \( i \) is now given by \( x_i \in \mathbb{R}^{S_i} \). Similarly, the initial allocation and free disposal are denoted by \( w_i \in \mathbb{R}^{S_i} \) and \( y_i \in \mathbb{R}^{S_i} \).

The only remaining issue is of defining agents’ preferences. We say that

\[
x_i \succbar x_i' \text{ if } \sum_i \pi_{s_i} u_i(x_i) \geq \sum_i \pi_{s_i} u_i(x_i'),
\]

where \( \pi_{s_i} \) and \( u_i \) are state dependent (could be objective or subjective) probability distributions and utility functions, respectively, for agent \( i \). The summation here essentially represents expectations. Then, the following definition describes the Arrow-Debreu equilibrium, an extension of the Walrasian equilibrium.

**Definition 3.** An allocation

\[
(x_1, \cdots, x_N, y_1) \in X_1 \times \cdots \times X_N \times (-Y_N) \subset \mathbb{R}^{LS_1+1}
\]

and a system of prices for the contingent commodities

\[
p = (p_1, \cdots, p_L) \in \mathbb{R}^L
\]

constitute an Arrow-Debreu equilibrium if:

- \( p \cdot y_i \geq p \cdot y_i' \) for all \( y_i \in Y_i \).
- For every \( i \), \( x_i' \) is maximal for \( \succeq_i \) in the budget set

\[
\{x_i \in X_i : p \cdot x_i \leq p \cdot w_i + \theta_i p \cdot y_i\}.
\]

- \( \sum_i x_i' = y_i' + \sum_i w_i \).

Then, from Section [23, 19.C], Proposition 3 can be extended in a straightforward way to show the existence of an Arrow-Debreu equilibrium. That is, the answer to the question above is yes—our results hold even in the presence of uncertainty. In the present context, the usual convexity assumption takes on an interpretation in terms of risk aversion. For example, in the expected utility setting, the preference relation \( \succeq_i \) is convex if the Bernoulli utilities \( u_i(x) \) are concave. Further, the Pareto optimality implication of Arrow-Debreu equilibrium says, effectively, that the possibility of trading in contingent commodities leads, in equilibrium, to an efficient allocation of risk.

**4.3. Regular Markets**

So far we have focused on exchange markets where agents trade based on implicit prices making bartering of goods rational. This may apply to certain markets such as P2P computing. However, in many realistic situations, such as cloud computing, agents may want to trade with real money. Thus, from the perspective of a manager of computing resources, it is important to know whether such regular markets would exist. In this section, we look at the case where money is also a commodity—recall that this was the main focus of our paper to begin with. Given our focus on a more general model of exchange economies, this result simply becomes an application of our more general results.

That is, we look at the case where an agent’s allocation is given by \( x_i (m_i, x_i) \), where \( m_i \in \mathbb{R}^{\ast} \) is the money component, and \( x_i \in X_i = \mathbb{R}^{\ast} \) is as defined earlier (see Section 3). The utility of the agent is now given by the well-known quasilinear form

\[
u_i(x_i) = u_i(m_i, x_i) = m_i + u_i(x_i), \quad \text{where } u_i(x_i)
\]

is as defined earlier. Further, we can define the initial allocation as \( w_i = (wm_i, w_i) \), where \( wm_i \) is agent \( i \)'s initial allocation of money and \( w_i \in W_i = \mathbb{R}_{\geq 0}^{1} \) as defined earlier (see Section 3); and free disposal as \( y_i = (ym_i, y_i) \), where \( ym_i \) is the free disposal of money and \( y_i \) as defined earlier (see Section 3).

Note that, by defining \( x_i, w_i, y_i \) in this manner, we can use all the existing machinery developed so far—all we need to do is to replace all the existing terms for the final allocations, initial allocations, and free disposal with these new definitions, and all results in Section 3 (in particular, Proposition 3) carry forward in a straightforward way to the case of regular markets where money is also a commodity.

This extension works since \( u_i(\cdot) \) is a linear combination of \( m_i \) and \( u_i(\cdot) \): if \( u_i(\cdot) \) is concave in \( x_i \), then \( u_i(\cdot) \) is concave in \( x_i \). That is, the crucial convexity assumption on preferences is preserved in regular markets. In fact, it is now easier to show the existence of market equilibria since these equilibria are now partial equilibria (see Chapter [10,23]) which are a special case of general equilibria we have looked at so far.

This result is key from the perspective of previous research on grid computing as regular markets [15,19], given that previous research examined properties of these markets with the implicit assumption that these markets exist under the grid specific constraints outlined in this paper. Our work verifies that the assumption holds true—key contribution to grid computing markets literature.

**4.4. Non Cooperative Basis**

So far we have treated agents as price takers. This assumption holds as long as there are infinite number of agents in the market place and an individual agent cannot influence the price of goods through its action. From the perspective of a manager of computing resources, a na-
tural question is: will trade happen in presence of a finite number of rational agents? That is, is there a model that captures the interaction in the presence of finite number of agents—a model that converges to the competitive market in the limit? Given the finite number of agents, it is no longer possible to assume that they are price takers. In fact, in any finite market, rational agents would influence the eventual outcome through their actions.

We now look at one such (possible) non-cooperative basis as presented in [31]. We note that this does not have to be the only possible basis. Other representations may still be possible, such as dynamic bargaining and matching games [32]. However, this representation suffices for our purposes in demonstrating the existence of a non-cooperative basis that leads to our results in the limit.

In this model, money (as a medium of exchange) plays an essential role. Therefore, we focus on regular markets instead of pure exchange economies. We use the definitions of Section 4.3, and define the following non-cooperative game [31]. Let us imagine $L$ trading posts, one for each of the $L$ goods. Each agent $i$ makes bids on all the goods by allocating amounts $b_i = \{b_i^j\}_{j=1}^J$—this is also agent $i$’s strategy. Then the price of the $j^{th}$ commodity is determined by

$$p_j = \frac{\sum_{i=1}^I b_i^j}{\sum_{j=1}^J w_j^i}.$$

Next, the amount of good $j$ received by agent $i$ is given by

$$x_i^j = \begin{cases} \frac{b_i^j}{p_j} & \text{if } p_j > 0 \\ 0 & \text{if } p_j = 0. \end{cases}$$

Finally, his final amount of money is given by

$$m_i = w_m - \sum_{j=1}^L b_i^j + \sum_{j=1}^L w_j^i p_j.$$

Under this setup, agents $i$ chooses its bid $b_i$ in response to other agents bids $\{b_j^i\}_{j=1}^J$ such that its utility $u_i(x_i)$ is maximized under the results allocations $\{x_i^j\}_{j=1}^J$. Then, we get the following result that is a straightforward extension of Theorem 1 in [31]—again, the key to this result is the crucial convexity assumption on preferences.

**Proposition 4.** For each agent $i \in \{1, \cdots, I\}$, let $u_i$ be continuous, concave, and non-decreasing. For each good $j \in \{1, \cdots, J\}$, let there be at least two agents with $w_m > 0$ whose utility in good $j$ is strictly increasing. Then a non-cooperative equilibrium exists.

This result essentially establishes the existence of a Nash equilibrium for the non-cooperative game modeling a finite market with finite number of agents. This Nash equilibrium can further be shown to converge to a competitive limit (i.e., Walrasian equilibrium) indicated in Proposition 3 as the number of agents goes to infinity (e.g., see Theorem 2 in [31]). That is, the competitive limit of this finite market is the same as the solution of the competitive market. Thus, we have shown the existence of a non-cooperative basis for regular markets for grid computing.

5. Conclusions

In this paper, we have examined the existence of grid computing markets. Due to similarities with other commodity markets, this existence has been implicitly assumed by prior literature. However, grid computing markets, though similar to commodity markets, have various distinguishing characteristics, including substitutions effects, complementarities, and job-must-be-finished requirements. These characteristics, if not properly examined, could result in non-existence of markets, as established by various examples. Thus, our study fills a much needed gap by establishing intuitive conditions under which these markets would exist.

In this process, we examine three different market equilibria that capture different market conditions and hence require different conditions on the agents’ utilities. The tradeoff is essentially between the complexity of the markets and the strictness of requirements on utilities. On one end of the spectrum is the price quasiequilibrium with transfers. This is the most restrictive from a market perspective since it requires the presence of a central planner. Further, though it assumes eventual wealth transfers, it does not fully specify how this wealth transfer would be determined. By placing these restrictions it reduces the strictness requirements on agents’ utilities in that they are simply required to be convex and non-satiated. On the other end of the spectrum is the Walrasian (or market) equilibrium. It is the least restrictive from a market perspective since it not only does not need a central planner but also it links the eventual wealth transfers to market outcomes. It buys the market simplicity by restricting the agents’ utilities to continuous, strictly convex and strongly monotone.

We believe that we have taken the first step in establishing conditions under which agents will participate in regular markets (and exchange economies) for grid resources. These results may also be applicable to other settings, such as cloud computing [6], where distributed computing resources may be traded. We have also in-
cluded various extensions, such as uncertainty in supply and demand, regular competitive markets where money is also a commodity, non-cooperative basis for the competitive markets, etc.

However, we recognize that our work is by no means complete. We envisage the following extensions as part of future work. First, we have looked at a finite horizon, revolving model. This model allows us to study a spot market. A natural extension would be to study an infinite horizon model that describes actual markets in a more realistic manner. It would also be desirable to combine this with stochasticity, and analyze an infinite horizon, continuous model in which supply and demand are stochastic. Second, beyond the marketplace for grid computing resources, a second integral component of the grid computing eco-system is the scheduling and resource management of the grid resources. We would like to perform an integrated analysis of the economics of the grid marketplace and the resource management of the same, and study how the optimal choices in these impact each other.
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