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Abstract

Let $\tau(M)$ denote the maximum number of disjoint bases in a matroid $M$. For a connected graph $G$, let $\tau(G) = \tau(M(G))$, where $M(G)$ is the cycle matroid of $G$. The well-known spanning tree packing theorem of Nash-Williams and Tutte characterizes graphs $G$ with $\tau(G) \geq k$. Edmonds generalizes this theorem to matroids. In [1] and [2], for a matroid $M$ with $\tau(M) \geq k$, elements $e \in E(M)$ with the property that $\tau(M-e) \geq k$ have been characterized in terms of matroid invariants such as strength and $\eta$-partitions. In this paper, we consider matroids $M$ with $\tau(M) < k$, and determine the minimum of $|E(M')| - |E(M)|$, where $M'$ is a matroid that contains $M$ as a restriction with both $r(M') = r(M)$ and $\tau(M') \geq k$. This minimum is expressed as a function of certain invariants of $M$, as well as a min-max formula. These are applied to imply former results of Haas [3] and of Liu et al. [4].
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1. Introduction

In this paper, we use $N$ and $Q$, to denote the set of all natural numbers and the set of all positive fractional numbers, respectively, and consider finite matroids and graphs. Undefined notations and terminology can be found in [5] or [6] for matroids, and [7] for graphs. Thus for a connected graph $G$, $\omega(G)$ denotes the number of components of $G$. For a matroid $M$, $r_M$ (or $r$, when the matroid $M$ is understood from the context) denotes the rank function of $M$, and $E(M)$, $I(M)$, $C(M)$ and $B(M)$ denote the ground set of $M$, and the collections of independent sets, the circuits, and the bases of $M$, respectively. Furthermore, if $M$ is a matroid with $E = E(M)$, and if $X \subset E$, then $M - X$ is the restricted matroid of $M$ obtained by deleting the elements in $X$ from $M$, and $M / X$ is the matroid obtained by contracting elements in $X$ from $M$. As in [5] or [6], we use $M-e$ for $M-\{e\}$ and $M/e$ for $M / \{e\}$.

For a matroid $M$, let $\tau(M)$ denote the maximum number of disjoint bases of $M$. For a graph $G$, define $\tau(G) = \tau(M(G))$, where $M(G)$ denotes the cycle matroid of $G$. Thus if $G$ is a connected graph, then $\tau(G)$ is the spanning tree packing number of $G$.

Readers are referred to [8] for a survey on $\tau(G)$. The well-known spanning tree packing theorem of Nash-Williams [9] and Tutte [10] characterizes graphs with $k$ edge-disjoint spanning trees, for any integer $k > 0$. Edmonds [11] proved the corresponding theorem for matroids.

Let $k > 0$ be an integer. For any matroid $M$ with $\tau(M) \geq k$, we are interested in finding elements $e \in E(M)$ that have the property that $\tau(M-e) \geq k$. Characterizations of all such elements have been found in [1] and [2]. For a graph $G$, the problem of determining which edges should be added to $G$ so that the resulting graph has $k$ edge-disjoint spanning trees has been studied, see Haas [3] and Liu et al. [4], among others. As the arguments in these papers are involved vertices, it is natural to consider the possibility of extending these results to matroids. Since matroids in general do not have a concept corresponding to vertices, one can no longer add an element to a matroid as adding an edge in graphs. Therefore, we need to reformulate the problem so that it would fit the matroid setting while generalizing the graph theory results.

Let $M$ be a matroid and $k \in N$. If there is a matroid $M'$ with $r(M') = r(M)$ and $\tau(M') \geq k$ such that $M'$ has a restriction isomorphic to $M$ (we then
view $M$ as a restriction of $M'$), then $M'$ is a $(\tau \geq k)$-extension of $M$. We shall show that any matroid has a $(\tau \geq k)$-extension.

We then define $F(M, k)$ to be the minimum integer $l > 0$ such that $M$ has a $(\tau \geq k)$-extension $M'$ with $|E(M')| - |E(M)| = l$.

The main purpose of this paper is to determine $F(M, k)$ in terms of other invariants of $M$.

By definition, if $M$ is a matroid with $r(M) = 0$, then $\forall k \in \mathbb{N}$, $\tau(M) \geq k$. Accordingly, for a connected graph $G$, if $|V(G)| = 1$, then $\tau(G) \geq k$ for any $k \in \mathbb{N}$. For a graph $G$, $a(G)$, the edge arboricity of $G$, is the minimum number of spanning trees of $G$ whose union equals $E(G)$. For a matroid, we define the similar concept $\gamma_i(M)$, which is the minimum number of bases of $M$ whose union equals $E(M)$. The following theorems are well known.

**Theorem 1.1** Let $G$ be a connected graph with $|V(G)| > 1$, and let $k > 0$ be an integer. Each of the following holds.

1. (Nash-Williams [9] and Tutte [10]) $\tau(G) \geq k$ if and only if $\forall X \subseteq E(G)$, $|X| \geq k(a(G) - |X| - 1)$.
2. (Nash-Williams [12]) $a(G) \leq k$ if and only if $\forall X \subseteq E(G)$, $|X| \leq k(|V(G[X])| - a(G[X]))$.

**Theorem 1.2** (Edmonds [11]) Let $M$ be a matroid with $r(M) > 0$. Each of the following holds.

1. $\tau(M) \geq k$ if and only if $\forall X \subseteq E(M)$, $|E(M) - X| \geq k(r(M) - r(X))$.
2. $\gamma_i(M) \leq k$ if and only if $\forall X \subseteq E(M)$, $|X| \leq kr(X)$.

Let $M$ be a matroid with rank function $r$. For any subset $X \subseteq E(M)$ with $r(X) > 0$, the density of $X$ is

$$d_M(X) = \frac{|X|}{r_M(X)}.$$ 

When the matroid $M$ is understood from the context, we often omit the subscript $M$. We also use $d(M)$ for $d(E(M))$. Following [13] and [14], the strength $\eta(M)$ and the fractional arboricity $\gamma(M)$ of $M$ are respectively defined as

$$\eta(M) = \min\{d(M/X) : r(X) < r(M)\},$$

$$\gamma(M) = \max\{d(X) : r(X) > 0\}. $$

Thus Theorem 1.2 above indicates that

$$\tau(M) = \lceil \eta(M) \rceil, \quad \text{and} \quad \gamma_i(M) = \lceil \gamma(M) \rceil. $$

We assume that $M$ is a matroid with $r(M) > 0$. A subset $X \subseteq E(M)$ is an $\eta$-maximal subset and $M | X$ is an $\eta$-maximal restriction if for any subset $Y \subseteq E(M)$ that properly contains $X$, we have $\eta(M | Y) < \eta(M | X)$. In [1] and [2], it has been proved that any matroid has a unique decomposition based on its $\eta$-maximal subsets.

**Theorem 1.3** ([1] and [2]) Let $M$ be a matroid with $r(M) > 0$. Then each of the following holds.

1) There exist an integer $m \in \mathbb{N}$, and an $m$-tuple $(l_1, l_2, \ldots, l_m)$ of rational numbers in $Q_+$ such that

$$\eta(M) = l_1 < l_2 < \ldots < l_m = \gamma(G),$$

and a sequence of subsets

$$J_m \subseteq \ldots \subseteq J_2 \subseteq J_1 = E(M);$$

such that for each $i$ with $1 \leq i \leq m$, $M | J_i$ is an $\eta$-maximal restriction of $M$ with $\eta(M | J_i) = l_i$.

2) The integer $m$ and the sequences (4) and (3) are uniquely determined by $M$.

For a matroid $M$, the $m$-tuple $(l_1, l_2, \ldots, l_m)$ and the sequence in (4) will be referred as the $\eta$-spectrum and the $\eta$-decomposition of $M$, respectively. For each subscript $j$ with $1 \leq j \leq m$, we refer $J_j$ to be the set corresponding to $l_j$. Our main result can now be stated as follows.

**Theorem 1.4** For $k \in \mathbb{N}$, let $M$ be a matroid with $r(M) \leq k$. If $\gamma(M) < k$, define $J_{i(k)} = \emptyset$; and if $\gamma(M) \geq k$, let $J_{i(k)}$ denote the smallest subscript in (3) such that $l_{i(k)} \geq k$.

1) $F(M, k) = k(r(M) - r(J_{i(k)})) - |E(M) - J_{i(k)}|$.

2) $F(M, k) = \max_{X \subseteq E(M)} \{kr(M/X) - |M/X|\}$.

In the next section, we shall present some of the useful properties related to the strength and the fractional arboricity of a matroid $M$, and to the decomposition of $M$. Section 3 will be devoted to the proofs of the main results. In the last section, we shall show some applications of our main results.

### 2. Preliminaries

Both $\eta(M)$ and $\gamma(M)$ have been studied by many, see [14-16] and [17], among others. From the definition of $d(M), \eta(M)$ and $\gamma(M)$, we immediately have, for any matroid $M$ with $r(M) > 0$,

$$\eta(M) \leq d(M) \leq \gamma(M).$$

A matroid $M$ satisfying $\eta(M) = \gamma(M)$ is called a uniformly dense matroid. Both $\eta(M)$ and $\gamma(M)$ can also be described by their behavior in some parallel extension of the matroid SMS.

**Definition 2.1** Let $M$ be a matroid and let $\phi : E(M) \to \mathbb{N}$ be a function. For each $e \in E(M)$, let $X_e = \{e_1, e_2, \ldots, e^{|\phi|}\}$ be a set such that $X_e \cap X_{e'} = \emptyset$, $\forall e, e' \in E(M)$ with $e \neq e'$. The $\phi$-parallel extension of $M$, denoted by $M_\phi$, is obtained from $M$ by replacing each element $e \in E(M)$ by a class of $\phi(e)$ parallel elements $X_e$. Thus $E(M_\phi) = \bigcup_{e \in E(M)} X_e$ such that a subset $Y \subseteq E(M_\phi)$ is independent in $M_\phi$ if and
only if both \( \{ e \in E(M) : X_e \cap Y \neq \emptyset \} \) is independent in \( M \) and \( \forall e \in E(M), \quad |X_e \cap Y| \leq 1. \) For \( t \in \mathbb{N}, \) if \( \forall e \in E(M), \phi(e) = t \) is a constant function, we write \( M_t \) for \( M_{\phi}, \) and call \( M_t \) the \( t \)-parallel extension of \( M. \)

Let \( E' = \{ e^t : e \in E(M) \} \subseteq E(M_{\phi}). \) Then the bijection \( e \leftrightarrow e^t \) between \( E(M) \) and \( E' \) yields a matroid isomorphism between \( M \) and \( M_{\phi}|E'. \) Under this bijection, we shall view that \( M = M_{\phi}|E' \) is a restriction of \( M_{\phi}. \)

**Theorem 2.2** (Theorem 4 of [14]) Let \( M \) be a matroid and let \( s \geq t > 0 \) be integers. Then

1) \( \eta(M) \geq \frac{s}{t} \) if and only if \( \eta(M_t) \geq s. \)

2) \( \gamma(G) \leq \frac{s}{t} \) if and only if \( \gamma(M_t) \leq s. \)

**Theorem 2.3** (Theorem 6 of [14]) Let \( M \) be a matroid. The following are equivalent.

1) \( \eta(M) = d(M). \)

2) \( \gamma(M) = d(M). \)

3) \( \eta(M) = \gamma(M). \)

4) \( \eta(M) = \frac{s}{t}, \) for some integers \( s \geq t > 0, \) and \( M_t, \)

the \( t \)-parallel extension of \( M, \) is a disjoint union of \( s \) bases of \( M. \)

5) \( \gamma(M) = \frac{s}{t}, \) for some integers \( s \geq t > 0, \) and \( M_t, \)

the \( t \)-parallel extension of \( M, \) is a disjoint union of \( s \) bases of \( M. \)

**Lemma 2.4** ([14], [1] and [2]) Let \( M \) be a matroid with \( r(M) > 0, \) and let \( l \geq 1 \) be fractional number. Each of the following holds.

1) \( (\text{Lemma 10 [14]}) \) If \( X \subseteq E(M) \) and if \( \eta(M) = \gamma(M), \) then \( \eta(M/X) = \gamma(M/X). \)

2) \( (\text{Theorem 17 of [14]}) \) If \( X \subseteq E(M) \) and if \( d(X) = \gamma(M), \) then \( \eta(M/X) = \gamma(M/X) = d(X) = \gamma(M). \)

3) A matroid \( M \) is uniformly dense if and only if any subset \( X \subseteq E(M), \) \( d(X) \leq \eta(M). \)

4) A matroid \( M \) is uniformly dense if and only if for any restriction \( N \) of \( M, \) \( \eta(N) \leq \eta(M). \)

5) \( \text{If } d(M) \geq l, \text{ then there exists a subset } X \subseteq E(M) \text{ with } r(X) > 0 \text{ such that } \eta(M/X) \geq l. \)

For each rational number \( l > 1, \) define \( S = \{ M : \eta(M) \geq l \}. \)

**Proposition 2.5** ([1] and [2]) Let \( p > q > 0 \) be integers, and \( l = \frac{p}{q} \in Q_+ \) be a rational number. The matroid family \( S \) satisfies the following properties.

(C1) If \( r(M) = 0, \) then \( M \in S. \)

(C2) If \( M \subseteq S, \) and \( e \in E(M), \) then \( M/e \in S. \)

(C3) Let \( X \subseteq E(M) \) and let \( N = M | X. \) If \( M/X \subseteq S, \) and if \( N \subseteq S, \) then \( M \subseteq S. \)

**Lemma 2.6** ([1] and [2]) Let \( W, \ W' \subseteq E(M) \) be subsets, and let \( l \in Q_+. \) If \( \eta(M | W) \geq l \) and \( \eta(M | W') \geq l, \) then \( \eta(M | W \cup W') \geq l. \)

**Lemma 2.7** ([1] and [2]) If \( X \subseteq E(M) \) is an \( \eta \)-maximal subset, then \( X \) is a closed set in \( M. \)

3. Characterization of the Must-Added Elements with Respect to Having \( k \) Disjoint Bases

The main purpose of this section is to prove Theorems 1.4. We will start with a lemma.

**Lemma 3.1** Let \( M \) be a matroid and let \( k > 0 \) be an integer. Each of the following holds.

1) \( \eta(M) \geq k \) if and only if \( F(M, k) = 0. \)

2) If \( \gamma(M) \leq k, \) then \( F(M, k) = kr(M) - |E(M)|. \)

Moreover, there exists a map \( \phi : E(M) \mapsto N, \) such that \( M_{\phi} \) is a matroid that contains \( M \) as a restriction with \( \eta(M_{\phi}) = \gamma(M_{\phi}) = k, \) and such that \( |E(M_{\phi})| - |E(M)| = F(M, k). \)

**Proof:**

1) By (2), \( \eta(M) \geq k \) if and only if \( \gamma(M) \geq k. \)

By the definition of \( F(M, k), \) \( \gamma(M) \geq k \) if and only if \( F(M, k) = 0. \) (This proves 1).

2) Since \( \gamma(M) \leq k, \) it follows by (2) that \( M \) has disjoint bases \( B_1, \ldots, B_k \) such that \( E(M) = \bigcup \bigcup B_i. \)

Define \( \phi(e) = \{ B_i : e \in B_i \}. \) Then \( \phi : E(M) \mapsto N. \)

Let \( L = M_{\phi} \) be the \( \phi \)-parallel extension of \( M. \) Then by Definition 2.1, \( M \) is contained in \( L \) as a restriction. Moreover, both \( E(L) = \bigcup \bigcup B_i \) and \( r(L) = k. \)

It follows by Theorem 2.3 that \( \eta(L) = r(L) = k. \)

Hence by Theorem 2.3 1) or 2), \( E(L) = k r(L) = k r(M), \) and so \( F(M, k) = \eta(L)| |E(L)| = kr(M) - |E(M)|. \)

When \( k = 2, \) the cycle matroid version of Lemma 3.1 has been frequently applied in the study of supereulerian graphs, see Theorem 7 of [18] and Lemma 2.3 of [19], among others. (For a literature review on supereulerian graphs, see [20] and [21].)

**Proof of Theorem 1.4 1):** Let \( M \) be a matroid with \( r(M) > 0. \)

If \( r(M) \geq k, \) then by (2) and by Theorem 1.3, \( n(k) = i, \) and so \( E(M) = J_{(i)}, \) and \( F(M, k) = 0. \)

Thus Theorem 1.4 1) follows trivially with \( r(M) \geq k. \)

Hence we assume that \( r(M) < k. \)

If \( \gamma(M) < k, \) then Theorem 1.4 1) follows from Lemma 3.1.

Therefore, we may assume that \( \eta(M) < k \) and \( \gamma(M) \geq k. \) By Theorem 1.3, we must have \( m > 1. \) Let
$i(k)$ be the smallest subscript in $\eta$-spectrum (3) of $M$ such that $\gamma_{i(k)} \geq k$. By Theorem 1.3, $\eta(M|J_{i(k)}) \geq k$. Let $M' = M / J_{i(k)}$. By the assumption that $\eta(M) < k$ and by Lemma 2.4 1), $\eta(M') = \eta(M)$. By the choice of $i(k)$, $\gamma(M') < k$. and by Lemma 3.1, $F(M', k) = kr(M') - |E(M')|$, \( (7) \)

and there must be a function $\phi': E(M') \rightarrow N$ such that $\phi'(x) = \gamma(M') = k$. Define $\phi: E(M) \rightarrow N$ as follows:

$$
\phi(e) = \begin{cases} 
\phi'(e) & \text{if } e \notin J_{i(k)}, \\
1 & \text{if } e \in J_{i(k)}. 
\end{cases}
$$

Then $M_{\phi'}$ is a matroid that contains $M$ as a restriction, such that $J_{i(k)}(M) \subseteq E(M_{\phi'})$. By the definition of $\phi$, $M_{\phi'} = M / J_{i(k)}$. Since $M_{\phi'}/J_{i(k)} = M_{\phi'}, J_{i(k)} \subseteq S_k$. it follows by Proposition 2.5(C3) that $M_{\phi'} \subseteq S_k$. Thus by (7) and by Lemma 2.7,

$$
F(M, k) = F(M', k) = kr(M') - |E(M')| = k(r(M) - r(J_{i(k)})) - |E(M) - J_{i(k)}|, 
$$

and so by Theorem 1.4 1) is established.

To continue our proof for Theorem 1.4, we introduce the following function: for any $X \subseteq E(M)$, define

$$
f_k(M, X) = kr(M/X) - |M/X|, 
$$

and $F_k(M) = \max_{X \subseteq E(M)} \{f_k(M, X)\}$. \( (8) \)

The function $f_k(M, X)$ was introduced by Bruno and Weinberg [22] to investigate the principal partition of matroids. They are closely related to the strength and fractional arboricity of matroids, as to be shown in Lemma 3.2 below.

**Lemma 3.2** Let $M$ be a matroid with $r(M) > 0$, and let $k > 0$ be an integer. Each of the following holds.

1) $F_k(M) = 0$ if and only if $\eta(M) \geq k$.

2) $F_k(M) = f_k(M, \emptyset)$. If and only if $\gamma(M) \leq k$.

3) Let $i(k)$ denote the smallest $i_k$ in (3) such that $i(k) \geq k$, and $J_{i(k)}$ denote the corresponding set in the $\eta$-decomposition (4) of $M$. Then $F_k(M / J_{i(k)}) = F_k(M, k)$.

4) For any $e \in E(M)$, $F_k(M) = f_k(M, e)$. In particular, $F_k(M) \geq F_k(M / e)$. If $f_k(M) = f_k(M / X_0)$, then $F_k(M) = f_k(M / X_0) = f_k(M / X_0)$ and $\gamma(M / X_0) \leq k$.

**Proof:** 1) By definition (8), $F_k(M) = 0$ if and only if $\forall X \subseteq E(M)$, $f_k(M, X) = kr(M/X) - |E(M/X)| \leq 0$. By the definition of $\eta(M)$, $kr(M/X) - |E(M/X)| \leq 0$ if and only if $\eta(M) < k$.

2) By the definition of $F_k(M)$, $F_k(M) = f_k(M, \emptyset)$ if and only if $\forall X \subseteq E(M)$, $k(r(M) - r(X)) - |E - X| \leq kr(M) - |E|$; and so if and only if $\forall X \subseteq E(M)$ with $r(X) > 0$, $|X| / r(X) \leq k$. By the definition of $\gamma(M)$, this happens if and only if $\gamma(M) \leq k$.

3) By Theorem 1.3, $\gamma(M / J_{i(k)}) < k$. By 2) of this lemma, $F_k(M / J_{i(k)}) < F_k(M)$. This follows by 3) of this lemma that $F_k(M) \geq f_k(M, X) = F_k(M, k)$.

4) For any $e \in E(M)$, by the definition of $F_k(M)$ in (8), $F_k(M) = f_k(M, e)$. It follows by 3) of this lemma that $f_k(M) = f_k(M, X) = F_k(M, k)$.

**Proof:** By Lemma 3.1 1), it suffices to show that $f_k(M, X_0) = 0$. For any $Y \subseteq X_0$, as

$$
f_k(M | X_0, Y) = k(r(M) - r(Y)) - |X_0| + |Y|, 
$$

and $f_k(M, X_0) = k(r(M) - r(X_0)) - |E(M)| + |X_0|$. It follows that $f_k(M, X_0, Y) + f_k(M, X_0) = f_k(M, Y) \leq F_k(M) = f_k(M, X)$. Thus by definition, $f_k(M, X_0, Y) \leq 0$. This implies that $F_k(M | X_0, Y) = 0$, and so $\eta(M | X_0, Y) \geq k$.

**Proof of Theorem 1.4 2):** By Lemma 3.2 4), it suffices to show that $f_k(M) = F_k(M)$. We shall argue by induction on $|E(M)|$ to proceed the proof.

Suppose first that $F_k(M) = 0$. Then by Lemma 3.2 1), $F_k(M) = 0$ if and only if $\eta(M) \geq k$. By Lemma 3.1 1), we have $F(M, k) = 0 = F_k(M)$ in this case. Thus we assume that $F_k(M) > 0$.

By Lemma 3.1 1), $F_k(M) > 0$ if and only if $\eta(M) < k$. If $\gamma(M) \leq k$, then by Lemma 3.2 2),

$$
F_k(M) = f_k(M, \emptyset) = kr(M) - |E(M)| = F_k(M, k).
$$

Hence we may assume that Theorem 1.4 2) holds for smaller values of $|E(M)|$, and that

$$
\eta(M) < k < \gamma(M). \tag{9}
$$

By induction, we may assume that $M$ does not have loops. By Theorem 1.3, and by (9), both $i(k)$, the small-
least \( j \) in (3) such that \( l_j \geq k \), and \( J_{(i/k)} \), the corresponding set in (4), exist.

Let \( X_0 \subset E(M) \) be a subset such that \( F_k(M) = F_k(M/X_0) \). By (9), \( X_0 \neq \emptyset \). Since \(| E(M/X_0) | \leq | E(M) | \), by Lemma 3.2 5) and by induction, we have

\[
F_k(M) = f_k(M/X_0) = F_k(M/X_0) = F(M/X_0, k),
\]
and \( \gamma(M/X_0) \leq k \).

Suppose that \( F(M, k) = l \). Then there exists a matroid \( M' \) with \( M' \in \mathcal{S}_k \), which contains \( M \) as a restriction and satisfies \( | E(M') - E(M) | = l \). Note that \( X_0 \subseteq E(M) \subseteq E(M') \). Let \( W = E(M') - E(M) \), and \( W_0 = W - cl_{\omega}(X_0) \). Then \( | W_0 | \leq | W | \).

Since \( M' \in \mathcal{S}_k \), it follows by Proposition 2.5 (C2) that \( M' \subseteq X_0 \subseteq \mathcal{S}_k \). Since \( M \) is a restriction of \( M' \), \( M' / X_0 \) is a restriction of \( M' / X_0 \). It follows by the definition of \( F(M/X_0, k) \) and by (10) that

\[
F_k(M) = F(M/X_0, k) \leq | E(M'/X_0) - E(M/X_0) | \\
\leq | W_0 | \leq | W | = F(M, k).
\]

This, together with Lemma 3.2 4), implies Theorem 1.4 2).

4. Applications

Let \( G \) be a graph, and \( M = M(G) \) be the cycle matroid of \( G \). Let \( F(G, k) = F(M(G), k) \), and \( f_k(G, X) = f_k(M(G), X) \), for any edge subset \( X \subseteq E(G) \). Let \( \omega(G) \) denote the number of connected components of \( G \). The next theorem follows immediately from Theorem 1.4.

**Theorem 4.1** (Theorems 3.4 and 3.10 of [4]) For \( k \in \mathbb{N} \), let \( G \) be a connected graph with \( \tau(M(G)) \leq k \) and let \( i(k) \) denote the smallest \( i \) in (3) such that \( i(k) \geq k \). Then

1) \( F(G, k) = k(|V(G)| - |V(G[J_{i(k)}])| + \omega(G[J_{i(k)}]]) - 1) - | E(G) - J_{i(k)} | \)
2) \( F(G, k) = \max_{X \subseteq E(G)} f_k(G, X) \).

The problem of reinforcing graphs to have \( k \) edge-disjoint spanning trees has also been investigated by others. In [3], the following is proved.

**Theorem 4.2** (Haas, Theorem 1 of [3]) The following are equivalent for a graph \( G \), and integers \( k > 0 \) and \( l > 0 \).

1) \( | E(G) | = k(|V(G)| - 1) - l \) and for subgraphs \( H \) of \( G \) with at least 2 vertices, \( | E(H) | \leq k(|V(H)| - 1) \).
2) There exists some \( l \) edges which when added to \( G \) result in a graph that can be decomposed into \( k \) spanning trees.

**Proof:** Assume that 1) holds. Then by 1), \( \gamma(M(G)) \leq k \). It follows by the assumption that \( | E(G) | = k(|V(G)| - 1) - l \) and by Lemma 3.1 2) that \( F(G, k) = l \), and so 1) is obtained.

Assume 2) holds. Since adding \( l \) edges to \( G \) can result in a graph in \( S_k \), by (1) and by (2), \( \gamma(M(G)) \leq k \). By Lemma 3.1 2),

\[
k(|V(G)| - 1) - | E(G) | = F(G, k) = l,
\]
and so 2) must hold.
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