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Abstract

In the optimal maintenance modeling, all possible maintenance activities and their corresponding probabilities play a key role in modeling. For a system with multiple non-identical units, its maintenance requirements are very complicated, and it is time-consuming, even omission may occur when enumerating them with various combinations of units and even with different maintenance actions for them. Deterioration state space partition (DSSP) method is an efficient approach to analyze all possible maintenance requirements at each maintenance decision point and deduce their corresponding probabilities for maintenance modeling of multi-unit systems. In this paper, an extended DSSP method is developed for systems with multiple non-identical units considering opportunistic, preventive and corrective maintenance activities for each unit. In this method, different maintenance types are distinguished in each maintenance requirement. A new representation of the possible maintenance requirements and their corresponding probabilities is derived according to the partition results based on the joint probability density function of the maintained system deterioration state. Furthermore, focusing on a two-unit system with a non-periodical inspected condition-based opportunistic preventive-maintenance strategy; a long-term average cost model is established using the proposed method to determine its optimal maintenance parameters jointly, in which “hard failure” and non-negligible maintenance time are considered. Numerical experiments indicate that the extended DSSP method is valid for opportunistic maintenance modeling of multi-unit systems.
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1. Introduction

Preventive maintenance (PM) is a broad term that includes a set of activities to improve the overall reliability and availability of a system [1]. Many of today’s technological systems, such as aircrafts, nuclear power plants, military installations and advanced industrial and medical equipments, are comprised of multiple non-identical critical units. It involves high level of complexity in their maintenance and operation, due to interactions between multiple units within a system. It is very important to design and implement appropriate and effective preventive maintenance for them. On one hand, these interactions must be taken into account in the maintenance decisions because of their strong influences. On the other hand, the interactions also offer the opportunity to group maintenance actions, which may save costs of system performance. Furthermore, improvements in analytical techniques and the availability of fast computers have allowed more complex systems to be investigated [2]. Over the past decades, there has been a growing interest in the modeling and optimization of maintenance of systems consisting of multiple units. As can be seen in the related review papers [2]-[6].

According to the literature, opportunistic maintenance is an effective maintenance strategy for multi-unit systems to collect units in a system that aims to reduce maintenance costs by grouping the maintenance activities of two or more units. Although the goal of opportunistic maintenance is to reduce maintenance costs, it may also impact plant availability. Therefore, the opportunistic maintenance policy was gradually studied in various multi-unit systems maintenance modeling based on different maintenance strategies, such as age-based maintenance (ABM) strategy [7], failure-rate-tolerance-based maintenance (FBM) strategy [8] and condition-based maintenance (CBM) strategy [9].

In the optimization maintenance model, all possible maintenance requirements and their corresponding probabilities play an essential role in modeling. For a multi-unit system using opportunistic maintenance strategy, maintenance requirements can be dynamic groups with different combination of the system units, even with different maintenance actions for these units. In order to formulate the decision problem of multi-unit systems with less mathematical difficulty, most of previous optimal preventive maintenance models for multi-unit systems were developed by means of some simple modeling method, such as Monte Carlo simulation techniques [10][11]. And in these models, enumeration method is usually used to list all maintenance activities of the system. However, for a system with multiple units, simulation and enumeration method are more complicated and time-consuming, even omission may occur when enumerating its possible maintenance activities. Therefore, it needs to find a more efficient method to analyze the maintenance requirements and deduce their corresponding probabilities for these systems.

For a system composing $n$ units, its deterioration space is an $n$-dimensional continuous state space. With the increasing of the number of units, the combination of the system states and its calculation for modeling grow exponentially. To deal with curse of dimensionality, many previous researched decomposes a multi-unit system into mutually influential single-unit systems and each single-unit system is formulated separately. Then, it developed an approximation algorithm to obtain an acceptable maintenance policy for a multi-unit system, such as the studies by Wijnmalen and Hontelez [8], Jinqu, H. and Z. Laibin [12] and Z. Zhang et al. [13]. However, if dependences between units are considered, the optimal maintenance decision on the whole system should depend on the deterioration state of the system rather than the deterioration state of individual units. That is to say, optimal maintenance of the individual unit cannot ensure the optimal maintenance of the whole system. Therefore, the decomposing method will injured much inaccuracy and cannot get an efficient maintenance policy since it can reduce the dimension of problem.

According to the above analysis, a general representation of the system deterioration should be presented for a general multi-unit system to characterize the deterioration of the whole system. Deterioration state space partition (DSSP) method is an efficient approach proposed in our previous studies for maintenance modeling of general multi-unit systems with identical [14] and non-identical units [15]. In these methods, all possible mainten-
ance requirements at each maintenance decision point are analyzed and their corresponding probabilities are deduced according to the partition results of the joint deterioration state of units. After then an explicit representation of the stationary law of the whole system deterioration is derived and its numerical solution is developed considering the dependences between units. Instead of giving an objective-specific optimization model (such as reliability, availability and cost rate or multi-objective), these studies only provide a generalized modeling method for maintenance optimization of multi-unit systems. Also for simplification, the partition method in the recent study [15] only considered whether the unit should or not be maintained to model its deterioration state transition for a non-identical multi-unit system. However, for an objective-specific optimization model, it should not only distinguish which unit should be maintained, also which type of maintenance (opportunistic, preventive or corrective) should be performed on it due to their difference maintenance properties, such as cost and time. Therefore, a more detailed partition method should be studied to satisfy this modeling requirement.

In this paper, an extended DSSP method is presented for opportunistic maintenance modeling of general non-identical multi-unit systems by distinguishing the maintenance type of each unit. In the improved method, a more detailed partition is analyzed and new representation of the possible maintenance groups and their corresponding probabilities are derived based on it. Furthermore, in order to show the implementing process of the developed method, a non-periodical inspected condition-based optimization maintenance model is developed for a two-unit system considering hard failure and the non-negligible maintenance times. Using the proposed method, a stochastic model for the long-term average cost per unit time is developed based on semi-regenerative process theory to determine the optimal inspection interval and control limits of units jointly.

The remaining sections are organized as follows. Section 2 describes the extended DSSP method. In Section 3, using the proposed method, a cost model is proposed to assess and optimize the performance of the maintenance policy for two-unit system. Section 4 presents a numerical example, where the analysis results show the implementing process of the developed method. Finally, Section 5 concludes the paper.

2. Extended DSSP Methods

The opportunistic maintenance policy was gradually used in various multi-unit systems maintenance modeling based on different maintenance strategies. In the previous proposed opportunistic maintenance strategy studies, a zone of “opportunistic maintenance” such as the age range \([0, N]\) [7], the failure rate interval \((L - u, L)\) [8] and the deterioration level interval \([\tilde{e}_{i}^{(j)}, \tilde{e}_{k}^{(j)}]\) [9], is typically defined according to the control-limit policy to determine which units should be opportunistically maintained given that a maintenance action on other unit is performed. For multi-unit systems with non-identical units, DSSP method is present in paper [15] to model the opportunistic maintenance of them. In the method, various maintenance actions are corresponded to various deterioration state zones which are formed by splitting the deterioration state space of each unit with maintenance thresholds. For a system consisting of two or more units, the partition result of the system deterioration state is the crossover of the maintenance zone of every unit. More zones present more possible combinations of maintenance actions. In this pare, all possible maintenance groups of general multi-unit systems with a known number of non-identical units at each maintenance decision time and their corresponding probabilities are deduced using the presented approach. And further, a general representation of the stationary law of the system deterioration and its numerical solution is developed. Taking the common feature of the opportunistic maintenance policy into account, an extended DSSP method for opportunistic maintenance of multi-unit systems is proposed as below.

2.1. Characteristics of System

A multi-unit system with \(n\) non-identical units is considered, in which each unit deteriorates gradually. The general assumptions for the system are as follows:

1) The deterioration state of unit \(i (i = 1, 2, \ldots, n)\) at time \(t\) can be described by a scalar random variable \(x_{i}^{(t)}\) with initial state \(x_{0}^{(i)} = 0\), which means the unit \(i\) is a new one. The unit \(i\) is considered failed as soon as its deterioration state exceeds a critical level \(D_{i}^{(j)}\).

2) Let \(X_{i}(t)\) be the continuous stochastic process describing the deterioration process of unit \(i\). On an infinite discrete time grid \(t_{k} (k \in \mathbb{N})\), the stochastic process can be described as \(\{X_{i}^{(t)}\}_{t \in \mathbb{N}}\).
3) The increment of deterioration state of unit \( i \) between two consecutive time units (i.e., between \( t_{k-1} \) and \( t_k \)), \( \Delta X_i^{(k)} = X_i^{(k)} - X_i^{(k-1)} \), is supposed to be nonnegative, stationary, and statistically independent, which follows the same distribution and the probability density function is \( f_i(x) \). Consequently, the distribution of the increments during \( n \) units of time is \( f_i^{(n)}(x) \), where \( f_i^{(n)}(x) \) is the \( n \)th convolution of \( f_i(x) \).

4) The global system deterioration evolution is modeled by the \( n \)-dimensional continuous stochastic process \( X(t) = (X_i(t), \ldots, X_n(t)) \). The deterioration state of the system at time \( t \) can be described by \( n \)-dimensional random variable \( (x_1, \ldots, x_n) \) and it be simplified as \( (x_1, \ldots, x_n) \) in the following.

The maintenance strategy is based on a control limit policy (CLP), which combines condition-based preventive, opportunistic and corrective maintenance. For each unit \( i \) \((i = 1, 2, \ldots, n) \), the thresholds \( D_p^{(i)} \) and \( D_o^{(i)} \) are defined for preventive maintenance and opportunistic maintenance respectively. It is generally assumed that \( 0 \leq D_o^{(i)} \leq D_p^{(i)} \leq D_f^{(i)} \). The detailed strategies are as follows:

1) Each unit is inspected non-periodically at discrete times \( t_k \) (\( k \in \mathbb{N} \)), where \( k \) is the number of inspection and \( \tau_k \) is the interval of the \( k \)th inspection. After each inspection, the exact maintenance activities are determined according to the deterioration state at that time, which is denoted as \( x_i \).

2) If \( D_p^{(i)} \leq x_i < D_o^{(i)} \), the unit \( i \) is maintained preventively.

3) If \( x_i \geq D_f^{(i)} \), an corrective maintenance is performed on the unit \( i \).

4) At each maintenance decision point, if a maintenance is performed on a unit \( i \), for another unit \( j (j \neq i) \), if its deterioration state satisfies \( D_o^{(j)} \leq x_j < D_p^{(j)} \), it is maintained opportunistically together with unit \( i \).

5) Otherwise, the units are left as they are.

After maintenance, the maintained unit can be restored to “as good as new” state.

2.2. The Extended DSSP Method

According to the defined strategy, Figure 1 illustrates the deterioration evolution of a single unit system. In this figure, the three maintenance thresholds of each unit split its deterioration state space into four zones: operating zone (U), opportunistic maintenance zone (O), preventive maintenance zone (P) and corrective maintenance zone (C). Each zone presents one maintenance action. Each zone presents one maintenance action. Therefore, the partition result of the deterioration state space of a single-unit system can be simplified as Figure 2 with distinguishing different maintenance types.

Figure 1. Deterioration model of the \( i \)th unit.
For a system consisting of two or more units, the partition result of the system deterioration state is the crossover of the maintenance zone of every unit. Each zone presents a possible combination of maintenance actions of all units. The deterioration state space partition with all possible maintenance requirements in two-unit systems and three-unit systems are depicted in Figure 3 and Figure 4. In Figure 4, the partition result is divided into four subparts in accordance with four different maintenance requirements of the third unit: no maintenance (Figure 4(a)), opportunistic maintenance (Figure 4(b)), corrective maintenance (Figure 4(c)), and preventive maintenance (Figure 4(d)). In these figures, each deterioration state space region is named by a maintenance activity list which represents the maintenance requirement for each unit respectively.

For a multi-unit system with \( n \) non-identical units, its possible maintenance requirement can be expressed as a maintenance activity list \( A_1A_2\cdots A_n \), where \( A_i \) denotes the maintenance activity for unit \( i \) and it have four possible scenarios: U, O, P and C. Therefore, there are \( 4^n \) possible maintenance requirements for a \( n \)-unit system corresponding with \( 4^n \) deterioration state space regions. It’s easy to find that the possible maintenance requirement groups of \( n \)-unit system can be derived from the possible maintenance requirements of \( n-1 \) units system by embedding its partition result to four possible scenarios: U, O, P and C of unit \( n \). These possible maintenance activity lists are \( A_1A_2\cdots A_{n-1}U \), \( A_1A_2\cdots A_{n-1}O \), \( A_1A_2\cdots A_{n-1}P \) and \( A_1A_2\cdots A_{n-1}C \).

### 2.3. Maintenance Probability

Suppose \( \pi_n(x_1,\ldots,x_n) \) be the joint probability density function of the system deterioration state \( (x_1,\ldots,x_n) \) for a maintained multi-unit system with \( n \) non-identical units. Let \( P_{A_1A_2\cdots A_n} \) denote the probability of the maintenance requirement \( A_1A_2\cdots A_n \). For a single-unit system, according to the partition in Figure 2, its probabilities of all possible maintenance requirements can be deduced by integrating the probability density function of the deterioration state, \( \pi_i(x_i) \), in its corresponding deterioration region, and the expressions can be expressed as Equations (1)-(4).

\[
P_U^n(x_i) = \int_0^{x_i} \pi_i(x_i) \, dx_i \tag{1}
\]
\[
P_O^n(x_i) = \int_{x_i}^{x_i} \pi_i(x_i) \, dx_i \tag{2}
\]
\[
P_P^n(x_i) = \int_{x_i}^{x_i} \pi_i(x_i) \, dx_i \tag{3}
\]
\[
P_C^n(x_i) = \int_{x_i}^{\infty} \pi_i(x_i) \, dx_i \tag{4}
\]

The expressions of the probabilities of all possible maintenance requirements in two-unit systems also can be
**Figure 3.** Deterioration state space partition of two-unit systems.

**Figure 4.** Deterioration state space partition of three-unit systems. (a) The third unit needs no maintenance; (b) The third unit needs opportunistic maintenance; (c) The third unit needs preventive maintenance; (d) The third unit needs corrective maintenance.
presented by integrating the joint probability density function of the system deterioration state, \( \pi_z(x_1, x_2) \), in its corresponding deterioration state space region according to the partition in Figure 3. All the probabilities of maintenance activities for a two-unit system are as shown in Equations (5)-(20).

\[
P_{UU} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(5)

\[
P_{UO} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(6)

\[
P_{UP} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(7)

\[
P_{UC} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(8)

\[
P_{OU} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(9)

\[
P_{OO} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(10)

\[
P_{OP} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(11)

\[
P_{OC} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(12)

\[
P_{PU} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(13)

\[
P_{PO} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(14)

\[
P_{OP} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(15)

\[
P_{PC} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(16)

\[
P_{CU} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(17)

\[
P_{CO} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(18)

\[
P_{CP} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(19)

\[
P_{OC} (x_1, x_2) = \int_{0}^{x_2} \int_{0}^{x_1} \pi_z(x_1, x_2) \, dx_1 \, dx_2
\]

(20)

It is not difficult to induce that, for a multi-unit system with \( n \) non-identical units, the partitions of the deterioration space of the \( n \) units system can be constructed by embedding the partitions of the \( n-1 \) units system into the maintenance zones of the new unit. It can be known from Figure 2, there are four maintenance zones for the \( n \)th unit, operating zone (U), opportunistic maintenance zone (O), preventive maintenance zone (P) and corrective maintenance zone (C), and their coverage regions are \( \left[ 0, D_{U}^{(n)} \right], \left[ D_{O}^{(n)}, D_{P}^{(n)} \right], \left[ D_{P}^{(n)}, \infty \right) \) and \( \left[ D_{C}^{(n)}, \infty \right) \) respectively. Therefore, the probability of maintenance requirement \( A_1, A_2, \ldots, A_{n+1} \) can be formed by the probability of maintenance activity list \( A_1, A_2, \ldots, A_{n+1} \) with four possible maintenance requirements of unit \( n \).
Their probabilities can be expressed as Equations (21)-(24).

\[
P_{A_1A_2...A_{n-1}U} (x_1, x_2, \ldots, x_{n-1}, x_n) = \int_{0}^{T_{U}^{(n)}} \cdots \int_{0}^{T_{U}^{(1)}} \pi_n(x_1, x_2, \ldots, x_{n-1}, x_n) \, dx_1 \cdots dx_{n-1} \, dx_n \tag{21}
\]

\[
P_{A_1A_2...A_{n-1}O} (x_1, x_2, \ldots, x_{n-1}, x_n) = \int_{0}^{T_{O}^{(n)}} \cdots \int_{0}^{T_{O}^{(1)}} \pi_n(x_1, x_2, \ldots, x_{n-1}, x_n) \, dx_1 \cdots dx_{n-1} \, dx_n \tag{22}
\]

\[
P_{A_1A_2...A_{n-1}P} (x_1, x_2, \ldots, x_{n-1}, x_n) = \int_{0}^{T_{P}^{(n)}} \cdots \int_{0}^{T_{P}^{(1)}} \pi_n(x_1, x_2, \ldots, x_{n-1}, x_n) \, dx_1 \cdots dx_{n-1} \, dx_n \tag{23}
\]

\[
P_{A_1A_2...A_{n-1}C} (x_1, x_2, \ldots, x_{n-1}, x_n) = \int_{0}^{T_{C}^{(n)}} \cdots \int_{0}^{T_{C}^{(1)}} \pi_n(x_1, x_2, \ldots, x_{n-1}, x_n) \, dx_1 \cdots dx_{n-1} \, dx_n \tag{24}
\]

where \( Q_{n-1} \) denotes the deterioration state space region for maintenance activity list \( A_1A_2 \cdots A_{n-1} \).

A special case is that when there is no unit in the system need to be maintained, all the opportunistic maintenance requirements will be delay for no opportunity is offered. That is, in all regions crossover by operating zone (U) and opportunistic maintenance zone (O) of all units, there is no unit need maintenance. Let \( M_{n}^{*}(0) \) denote the random event that there is no maintenance requirement in a multi-unit system with \( n \) non-identical units, its probabilities can be expressed as:

\[
P_{M_{n}^{*}(0)} (x_1, x_2, \ldots, x_{n-1}, x_n) = \int_{0}^{T_{U}^{(n)}} \cdots \int_{0}^{T_{U}^{(1)}} \pi_n(x_1, x_2, \ldots, x_{n-1}, x_n) \, dx_1 \cdots dx_{n-1} \, dx_n \tag{25}
\]

In a multi-unit system with \( n \) non-identical units, the number of the regions crossover by operating zone (U) and opportunistic maintenance zone (O) of all units is \( 2^n \), therefore, the really number of the possible maintenance requirement combinations is \( 4^n - 2^n + 1 \).

Equation (1) to Equation (25) indicate that the evaluation of such criterion requires determination of the joint probability density function of the deterioration evolution of the maintained system \( \pi_n(x_1, \ldots, x_n) (n = 1, 2, \cdots) \).

In our previous study [15], the general expression, numeric solution, experimental verification and analysis of \( \pi_n(x_1, \ldots, x_n) (n = 1, 2, \cdots) \) have been introduced in detail. It will not be repeated in this paper.

### 3. Optimal Maintenance Modeling for Two-Unit Systems

In order to show the implementing process of the extended DSSP method, the optimization model of the maintenance for two-unit systems is established using the proposed method in this section.

#### 3.1. System Characteristics

A two-unit system is considered in which each unit follows the general assumptions presented in Section 2.1. In addition, a consideration of hard failure is added. That is, the failure of each unit can be found immediately without inspections as it results in a system shutdown, which is referred as a hard failure [16]. In more detail, if the deterioration state of the unit \( i \) satisfies \( x_i \geq D_{i}^{(j)} \) at the time of inspection, an immediate corrective maintenance is performed on the failed unit [17]. If its deterioration state \( x_i \) exceeds the critical level \( D_{i}^{(j)} \) before a planning inspection, the system will down by itself, an immediate corrective maintenance is performed on the failed unit and the inspection plan is rearranged according to the deterioration state after maintained.

The maintenance strategy for this system is also based on the control limit policy defined in Section 2.2. Furthermore, non-periodical inspection intervals and non-negligible maintenance times are considered. More additional detailed assumptions are as follows:

1) Let \( \text{C}_{iu} \) be the specific unit cost for an inspection of the whole system. It consists of two parts, \( \text{C}_{iu}^{(1)} \) for unit 1 and \( \text{C}_{iu}^{(2)} \) for unit 2. The inspection of a component is assumed as perfect and non-destructive, and the inspection time is considered negligible.

2) For unit \( i(i = 1, 2) \), the maintenance cost incurred by corrective maintenance and preventive maintenance are constant values \( \text{C}_{c}^{(i)} \) and \( \text{C}_{p}^{(i)} \), and the maintenance time incurred by corrective maintenance and pre-
ventive maintenance are \( t_k^{(i)} \) and \( t_p^{(i)} \) respectively. It can be generally considered that \( C_p^{(i)} \ll C_t^{(i)} \) and \( t_p^{(i)} \ll t_t^{(i)} \). When preventive maintenance or corrective maintenance is performed, the system is shutdown.

The time elapsed by the system in shutdown state incurs a cost at a cost rate \( C_d \).

3) It is assumed that the opportunistic maintenance of each unit incurs same cost and time as its preventive maintenance.

4) After each maintenance, a new inspection interval is rearranged.

Either a scheduled maintenance with periodic inspection and/or an unscheduled corrective maintenance for hard failure is considered as a system intervention. In addition to the specific unit cost as previously defined, each intervention performance on the system entails a set-up cost \( C_s \), which is assumed to be independent of the nature of operation and incurred only once when several maintenance operations are performed at the same time.

3.2. Evaluation of the Performance Criteria of the Proposed Policy

According to the defined strategy, an example deterioration and maintenance evolution of a two-unit system is illustrated in Figure 5.

In this figure, \( T_k (k \in \mathbb{N}) \) are the scheduled inspection points. At the inspection time \( T_1 \) and \( T_3 \), no maintenance is required because there are no maintenance opportunities even though the deterioration states of the units belong to their opportunistic maintenance zones, the next inspection date for the system is scheduled according to the deterioration state at that time respectively. At the inspection time \( T_5 \), a preventive maintenance
is required for the unit 1. While the deterioration state of unit 2 belongs to its opportunistic maintenance zone, it is opportunistically maintained together. After a certain maintenance interval, the system is restored to a new state and a new inspection cycle begins. At time $t'$ between the inspection times $T_i$ and $T_{i+1}$, the deterioration state of unit 2 exceeds its critical level, and immediately a corrective maintenance is incurred. At that time, the system is shut down for maintenance. After maintenance, the system is also restored to “as good as new” state and an inspection is scheduled. At the inspection time $T_i$, a preventive maintenance is required for the unit 1.

The deterioration state of unit 2 is greater than its opportunistic maintenance threshold and opportunistic maintenance is required. It can be seen from Figure 5, at times $R_i$ and $R_{i+1}$, all of the units in the system are maintained and the system is restored to “as good as new” state. Thus, these points are denoted as regenerative points. However, at times $S_2$, $S_4$ and $S_5$, parts of system units are maintained and restored to their new states. Together with inspection points $S_1$ and $S_3$, all these points are denoted as semi-regenerative points.

It’s easy to find that the length of a semi-regeneration cycle is varying stochastically. Let the stochastic variable $S$ be the length of a semi-regeneration cycle. It contains two time stochastic periods: 1) Uptime interval between the last starting up time and the system failure time or the next periodical inspection time, denoted as $S'$, which varies stochastically with the stochastic failure and dynamic inspection interval. 2) Downtime for maintenance, denoted as $D$, which varies stochastically with the maintenance activities for stochastically deterioration.

A cost model is proposed to assess and optimize the performance of the proposed policy. According to renewal theory, the average cost of an infinite time is defined as,

$$ CR(t) = \lim_{t \to \infty} \frac{C(t)}{t} = \text{expected cost on one semi-renewal cycle} $$

$$ E(S) = \text{expected length of a semi-renewal cycle} $$

where $E(S)$ is the expectation of the time length of a semi-regeneration cycle. The term $E(C(S))$ denotes the expectation of the total cost of the semi-regeneration cycle.

In accordance with the characteristics of the system deterioration process and the maintenance strategies described above, the choices of the inspection interval and the opportunistic and preventive maintenance thresholds for each unit influences the performance of the proposed policy. If the inspection interval is too large, the probability of failure increases between two inspections, which results in increased maintenance costs. In contrary, it is expensive to inspect the system too frequently. Similarly, the low opportunistic and preventive maintenance thresholds result in frequent preventive maintenance and the remaining life of the deteriorated but still working unit cannot be fully exploited. Otherwise, the failure probability and the maintenance costs increase between two inspections. To minimize the total maintenance cost of the whole system, the optimization of the proposed policy can be defined as a constrained optimization problem, if the average cost can be represented as a function of these decision variables as following:

$$ \min CR(t) = \min \Psi \left( r_k, D_p^{(1)}, D_p^{(2)}, D_o^{(1)}, D_o^{(2)} \right) $$

$$ \text{s.t.} \quad r_k = m \left( \frac{\ell_i}{\ell_i}, \frac{\ell_i}{\ell_i} \right) $$

$$ D_o^{(1)} \leq D_p^{(1)} \leq D_f^{(1)} $$

$$ D_o^{(2)} \leq D_p^{(2)} \leq D_f^{(2)} $$

The unit $i(i=1,2)$ is considered failed as soon as its deterioration state exceeds its critical level $D_f^{(i)}$, and the system is shutdown for the unit failure. Due to the characteristic of hard failure, the exact time of failure of unit $i$ is unknown. Therefore, the $k$th stopping of the operation system can be two scenarios: 1) Pre-scheduled inspection, in which case the length of the $k$th uptime duration is $S'_k = r_k$. (2) System failure between two inspections, in which case the length of the $k$th uptime duration is $S'_k = r_k \left( 0 < r_k \leq r_k \right)$. It should be explain that if a failure occurs at time $t'_k$ with $t'_k \in (0, r_k]$. In order to facilitate the analysis, an infinite discrete time grid is adopted here, it is assumed that the exact time of failure of unit $i$ can be set as any one integer value between $(0, r_k]$. That is to say, it is assumed that that the exact failure time is at the integer discrete time if it occurs in a time unit. Let $H_i \left( t'_k \mid y_i ; t_k \right)$ define the probability that the $k$th failure time of component $i$ is $t'_k$ time units
after the last semi-regeneration point given that the revealed deterioration state equal \( y_i' \) and the next inspection was scheduled \( \tau_k \) time units later (Castanier, Grall, & Bérenguer, 2005). This probability can be expressed as,

\[
H_i\left(\tau^+_{ij} \mid y_i', \tau_k\right) = \begin{cases} 0 & \text{if } \tau^+_{ij} > \tau_k \\ f_i\left(\tau^+_{ij} - D_i^{(0)} - y_i'\right) & \text{if } \tau^+_{ij} \leq \tau_k \end{cases}
\] (28)

The expected uptime duration in a semi-regeneration cycle is expressed as:

\[
E(S') = \sum_{r=1}^{n-1} \tau_r P(S' = \tau_r + \tau_r P(S' = \tau_k) \] (29)

Using \( t_f \) as the exact failure time of the system, Equation (33) can be obtained.

\[
P(S' = \tau_r) = P(t_f > \tau_r - 1 < t_f \leq \tau_r)
\]

\[
= P(t_f \leq \tau_r)P(t_f > \tau_r - 1 - 1)
\]

\[
= P(t_f \leq \tau_r)\left[1 - P(t_f \leq \tau_r - 1)\right]
\] (30)

The failure of the system can be triggered by failure of unit 1 and/or unit 2, therefore,

\[
P(t_f = r) = \sum_{i=1}^{n} P(t_f = r) - P(t_f = r, t_f = r)
\] (31)

In Equation (31), \( P\left(t_f = r\right)\left(i = 1,2\right) \) consider the scenario that each unit in failure state separately, \( P\left(t_f = r, t_f = r\right) \) takes into account the scenario that both units are simultaneously in failure state. These probabilities can be evaluated by analysis of all the scenarios leading to failure. The failure of unit \( i \) may occur under two conditions. If unit \( i \) was maintained at its previous semi-regenerative point, then \( y_i' = 0 \). If unit \( i \) was not maintained at its previous semi-regenerative point, then \( y_i' = y_i' < D_i^{(0)} \) and \( y_j = y_j < D_j^{(0)} \). Therefore, the probability of the unit \( i \) being in failure state is expressed as Equation (32), and the probability of both units being simultaneously in failure state is expressed as Equation (33).

\[
P(t_f = r) = \left[\int_0^\infty \int_{y_1^*}^{y_1^*} \pi_2(y_1, y_2) \, dy_1 \, dy_2 - \int_0^\infty \int_{y_1^*}^{y_1^*} \pi_2(y_1, y_2) \, dy_1 \, dy_2\right] H_i(r \mid 0, \tau_k)
\]

\[
+ \left[\int_0^\infty \int_{y_1^*}^{y_1^*} \pi_2(y_1, y_2) \, dy_1 \, dy_2\right] H_i(r \mid 0, \tau_k) + \int_0^\infty \int_{y_1^*}^{y_1^*} \pi_2(y_1, y_2) \, dy_1 \, dy_2
\]

\[
+ \int_0^\infty \int_{y_1^*}^{y_1^*} \pi_2(y_1, y_2) \, dy_1 \, dy_2
\] (32)

\[
P(t_f = r, t_f = r) = \left[\int_0^\infty \int_{y_1^*}^{y_1^*} \pi_2(y_1, y_2) \, dy_1 \, dy_2 - \int_0^\infty \int_{y_1^*}^{y_1^*} \pi_2(y_1, y_2) \, dy_1 \, dy_2\right] H_i(r \mid 0, \tau_k) H_2(r \mid 0, \tau_k)
\]

\[
+ \left[\int_0^\infty \int_{y_1^*}^{y_1^*} \pi_2(y_1, y_2) \, dy_1 \, dy_2\right] H_i(r \mid 0, \tau_k) H_2(r \mid 0, \tau_k)
\]

\[
+ \left[\int_0^\infty \int_{y_1^*}^{y_1^*} \pi_2(y_1, y_2) \, dy_1 \, dy_2\right] H_i(r \mid 0, \tau_k) H_2(r \mid 0, \tau_k)
\]

\[
+ \int_0^\infty \int_{y_1^*}^{y_1^*} \pi_2(y_1, y_2) \, dy_1 \, dy_2
\] (33)

If the system has not failed between two inspections, the operation of the system can be stopped by pre-scheduled inspection. Therefore, the probability of the length of the uptime duration is \( S' = \tau_k \) can be expressed as:
If the operation of the system is stopped by pre-scheduled inspection, all units in the system are inspected and the maintenance activities are arranged according to the revealed states. Different maintenance groups incur different probabilities and costs. According to partitions in Figure 3, the revealed system state can falls in 16 regions. Different cost will incurred for different regions with different probability which can be calculated according to partitions in Figure 3, the revealed system state can falls in regions:

1) OO, UO, OU and UU, no maintenance is performed, only the system inspection cost \( C_{\text{inv}} \) need to be paid and no maintenance time is consumed. The probability of this occurrence is:

\[
P^2_{\text{inv}}(x_1, x_2) = \int_0^{\tau_i^{(2)}} \int_0^{\tau_j^{(2)}} \pi_2(x_1, x_2) \, dx_1 \, dx_2\]  

(35)

2) PU or UP, only unit 1 or unit 2 needs a preventive maintenance with probability \( P_{\text{p1}}(x_1, x_2) \) or \( P_{\text{p2}}(x_1, x_2) \). If the maintainable unit is \( i (i = 1, 2) \), the unavailable duration for maintenance is \( t_{\text{p}}^{(i)} \) and the maintenance costs is \( C_{\text{inv}} + C_s + C_p^{(i)} + C_d \cdot t_{\text{p}}^{(i)} \).

3) PO, OP and PP, due to the assumption that the opportunistic maintenance of each unit incurs same cost and time as its preventive maintenance, in these scenarios, the unavailable duration for maintenance is \( \max\{t_{\text{p}}^{(i)}, t_{\text{c}}^{(i)}\} \) and the maintenance costs can be expressed as \( C_{\text{inv}} + C_s + C_p^{(i)} + C_p^{(2)} + C_d \cdot \max\{t_{\text{p}}^{(i)}, t_{\text{c}}^{(i)}\} \). The probability is \( P_{\text{p1}}(x_1, x_2) + P_{\text{p2}}(x_1, x_2) + P_{\text{pp}}(x_1, x_2) \).

4) CU or UC, only unit 1 or unit 2 needs a corrective maintenance with probability \( P_{\text{c1}}(x_1, x_2) \) or \( P_{\text{c2}}(x_1, x_2) \). If the maintainable unit is \( i (i = 1, 2) \), the unavailable duration for maintenance is \( t_{\text{c}}^{(i)} \) and the maintenance costs is \( C_{\text{inv}} + C_s + C_c^{(i)} + C_d \cdot t_{\text{c}}^{(i)} \).

5) OC and PC, the unavailable duration for maintenance is \( \max\{t_{\text{p}}^{(i)}, t_{\text{c}}^{(i)}\} \) and its maintenance costs can be expressed as \( C_{\text{inv}} + C_s + C_p^{(i)} + C_c^{(2)} + C_d \cdot \max\{t_{\text{p}}^{(i)}, t_{\text{c}}^{(i)}\} \). The probability of its occurrence is \( P_{\text{oc}}(x_1, x_2) + P_{\text{pc}}(x_1, x_2) \).

6) CO and CP, the unavailable duration for maintenance is \( \max\{t_{\text{p}}^{(i)}, t_{\text{c}}^{(i)}\} \) and its maintenance costs can be expressed as \( C_{\text{inv}} + C_s + C_c^{(i)} + C_p^{(2)} + C_d \cdot \max\{t_{\text{p}}^{(i)}, t_{\text{c}}^{(i)}\} \). The probability of its occurrence is \( P_{\text{co}}(x_1, x_2) + P_{\text{cp}}(x_1, x_2) \).

7) CC, the unavailable duration for maintenance is \( \max\{t_{\text{p}}^{(i)}, t_{\text{c}}^{(i)}\} \) and the maintenance costs is \( C_{\text{inv}} + C_s + C_c^{(i)} + C_c^{(2)} + C_d \cdot \max\{t_{\text{p}}^{(i)}, t_{\text{c}}^{(i)}\} \). The probability of its occurrence is \( P_{\text{cc}}(x_1, x_2) \).

If system failure occurs between two inspections, it contains two sub-scenarios:

1) If the system failure is triggered by failure of one unit \( i (i = 1 \text{ or } 2) \). Its failure probability is

\[
P\left(S_i' = \tau_f^i\right) - P\left(S_j' = \tau_f^j, S_i' = \tau_f^i\right).\]

A corrective maintenance is performed on unit \( i \) and an inspection is performed on unit \( j (j \neq i) \).

a) If \( x_j < D_{\text{c1}}^{(j)} \), the unit \( j \) will not be maintained, the unavailable duration only contains corrective maintaining time for unit \( i \), \( t_{\text{c}}^{(i)} \), and the maintenance costs can be expressed as \( C_{\text{inv}} + C_s + C_c^{(i)} + C_d \cdot t_{\text{c}}^{(i)} \). The probability of its occurrence is:

\[
\int_0^{\tau_j^{(1)}} \int_0^{\tau_j^{(2)}} \pi_2(x_1, x_2) \, dx_1 \, dx_2.
\]  

(36)
b) If \( D^{(j)}_i \leq t_j < D^{(j)}_i \), the unit \( j \) will be preventively maintained simultaneously with unit \( i \). Compared to the previous sub-scenario, the unavailable duration is the maximum of the corrective maintaining time for unit \( i \), \( t^{(i)}_i \), and the preventive maintenance time for unit \( j \), \( t^{(i)}_j \), then the maintenance costs can be expressed as \( C^{(i)}_{ins} + C^{(i)}_s + C^{(i)}_p + C^{(i)}_d \cdot \max \left( t^{(i)}_i, t^{(i)}_j \right) \). The probability of its occurrence is:

\[
\int_{x_{\text{d}i}}^{x_{\text{d}j}} \int_{x_{\text{d}j}}^{x_{\text{d}j}} \pi \left( x_1, x_2 \right) dx_1 dx_2
\]

(37)

2) If the system failure is triggered by failure of two units, its probability is \( P(S'_1 = \tau^{(j)}_1, S'_2 = \tau^{(j)}_2) \). At that time, the entire system will be correctly maintained simultaneously. The unavailable duration for maintenance is \( \max \left( t^{(j)}_1, t^{(j)}_2 \right) \) and the maintenance costs is \( C^{(j)}_i + C^{(j)}_c + C^{(j)}_d \cdot \max \left( t^{(j)}_1, t^{(j)}_2 \right) \).

The expected total cost of a semi-regenerative cycle is concluded by Equation (38),

\[
E \left( C(S) \right) = \left[ 1 - \sum_{j=1}^{t^{(i)}_j} P \left( S = \tau^{(j)}_j \right) \cdot \left( C^{(i)}_{ins} + P^{2}_{\text{ins}} \left( x_1, x_2 \right) \right) \right. \\
+ \left( C^{(i)}_{ins} + C^{(i)}_s + C^{(i)}_p + C^{(i)}_d \cdot t^{(i)}_i \right) \cdot P^{2}_{\text{up}} \left( x_1, x_2 \right) + \left( C^{(i)}_{ins} + C^{(i)}_s + C^{(i)}_p + C^{(i)}_d \cdot \max \left( t^{(i)}_i, t^{(i)}_j \right) \right) \cdot P^{2}_{\text{up}} \left( x_1, x_2 \right) \\
\cdot \left[ P^{2}_{\text{op}} \left( x_1, x_2 \right) + P^{2}_{\text{op}} \left( x_1, x_2 \right) + P^{2}_{\text{up}} \left( x_1, x_2 \right) \right] + \left( C^{(i)}_{ins} + C^{(i)}_s + C^{(i)}_p + C^{(i)}_d \cdot t^{(i)}_i \right) \cdot P^{2}_{\text{up}} \left( x_1, x_2 \right) \\
+ \left( C^{(i)}_{ins} + C^{(i)}_s + C^{(i)}_p + C^{(i)}_d \cdot \max \left( t^{(i)}_i, t^{(i)}_j \right) \right) \cdot P^{2}_{\text{up}} \left( x_1, x_2 \right) \\
+ \left[ C^{(i)}_{ins} + C^{(i)}_s + C^{(i)}_p + C^{(i)}_d \cdot \max \left( t^{(i)}_i, t^{(i)}_j \right) \right] \cdot P^{2}_{\text{up}} \left( x_1, x_2 \right) \\
+ \left( C^{(i)}_{ins} + C^{(i)}_s + C^{(i)}_p + C^{(i)}_d \cdot \max \left( t^{(i)}_i, t^{(i)}_j \right) \right) \cdot P^{2}_{\text{up}} \left( x_1, x_2 \right) \\
\left. + \sum_{j=1}^{t^{(i)}_j} \left( \sum_{j=1}^{t^{(i)}_j} P \left( S_i = \tau^{(j)}_i \right) - P \left( S_i = \tau^{(j)}_j, S_j = \tau^{(j)}_j \right) \right) \right] \left( C^{(i)}_{ins} + C^{(i)}_s + C^{(i)}_p + C^{(i)}_d \cdot \max \left( t^{(i)}_i, t^{(i)}_j \right) \right) \cdot \int_{x_{\text{d}i}}^{x_{\text{d}j}} \int_{x_{\text{d}j}}^{x_{\text{d}j}} \pi \left( x_1, x_2 \right) dx_1 dx_2 \\
\left. + \left( C^{(i)}_{ins} + C^{(i)}_s + C^{(i)}_p + C^{(i)}_d \cdot \max \left( t^{(i)}_i, t^{(i)}_j \right) \right) \cdot \int_{x_{\text{d}i}}^{x_{\text{d}j}} \int_{x_{\text{d}j}}^{x_{\text{d}j}} \pi \left( x_1, x_2 \right) dx_1 dx_2 \\
+ P \left( S_i = \tau^{(i)}_i, S_j = \tau^{(i)}_j \right) \cdot \left( C^{(i)}_{ins} + C^{(i)}_s + C^{(i)}_p + C^{(i)}_d \cdot \max \left( t^{(i)}_i, t^{(i)}_j \right) \right) \right] \right)

(38)

Based on the above analysis, the expected unavailable duration for maintenance over a semi-regenerative cycle can be expressed as Equation (39),

\[
E \left( D \right) = \left[ 1 - \sum_{j=1}^{t^{(i)}_j} P \left( S_i = \tau^{(j)}_i \right) \cdot \left( t^{(i)}_i \cdot P^{2}_{\text{up}} \left( x_1, x_2 \right) + t^{(i)}_j \cdot P^{2}_{\text{up}} \left( x_1, x_2 \right) + \max \left( t^{(i)}_i, t^{(i)}_j \right) \right) \\
\cdot \left[ P^{2}_{\text{op}} \left( x_1, x_2 \right) + P^{2}_{\text{op}} \left( x_1, x_2 \right) + P^{2}_{\text{up}} \left( x_1, x_2 \right) \right] + \max \left( t^{(i)}_i, t^{(i)}_j \right) \cdot P^{2}_{\text{op}} \left( x_1, x_2 \right) \\
+ \max \left( t^{(i)}_i, t^{(i)}_j \right) \cdot P^{2}_{\text{op}} \left( x_1, x_2 \right) + \max \left( t^{(i)}_i, t^{(i)}_j \right) \cdot P^{2}_{\text{op}} \left( x_1, x_2 \right) + \max \left( t^{(i)}_i, t^{(i)}_j \right) \cdot P^{2}_{\text{op}} \left( x_1, x_2 \right) \\
\left. + \sum_{j=1}^{t^{(i)}_j} \left( \sum_{j=1}^{t^{(i)}_j} P \left( S_i = \tau^{(j)}_i \right) - P \left( S_i = \tau^{(j)}_j, S_j = \tau^{(j)}_j \right) \right) \right] \cdot \left( t^{(i)}_i \cdot \int_{x_{\text{d}i}}^{x_{\text{d}j}} \int_{x_{\text{d}j}}^{x_{\text{d}j}} \pi \left( x_1, x_2 \right) dx_1 dx_2 \\
+ \max \left( t^{(i)}_i, t^{(i)}_j \right) \cdot \int_{x_{\text{d}i}}^{x_{\text{d}j}} \int_{x_{\text{d}j}}^{x_{\text{d}j}} \pi \left( x_1, x_2 \right) dx_1 dx_2 + P \left( S_i = \tau^{(i)}_i, S_j = \tau^{(i)}_j \right) \cdot \max \left( t^{(i)}_i, t^{(i)}_j \right) \right) \right]

(39)

The established model, as shown in (27) is a non-linear, single-objective optimization model with a mixture
of constraint variables. A genetic algorithm (GA) is chosen as an optimization method to solve the model because it can deal with linear and nonlinear, constrained and non-constrained, as well as discrete, continuous, and hybrid search spaces.

4. Numerical Experiments

4.1. Experimental Results

A numerical example is presented herein to demonstrate the correctness and validation of the DSSP method. A gamma distribution is often used to characterize continuous wear processes with non-negative, stationary, and statistically independent increments starting from zero level [9] [17]. An advantage of the gamma distribution process is the existence of an explicit probability distribution function which permits feasible mathematical developments [18]. Therefore, we assume that the deterioration increments of unit \( i \), \( \Delta x_i^{(k)} \), follow the gamma distribution, \( \Gamma(\alpha, \beta) \). Its probability density function can be expressed as:

\[
f_x(x | \alpha, \beta) = \frac{\beta^{\alpha}}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x}, \quad x \geq 0
\]

\[
\Gamma(\alpha) = \int_0^\infty x^{\alpha-1} e^{-x} dx, \quad \alpha > 0
\]  

(40)

A gamma wear process in continuous time \( z \) follows the gamma distribution \( \Gamma(z\alpha, \beta) \).

The \( k \)th inspection interval \( \tau_k \) is defined as a function of the system deterioration state after the previous maintenance decision, \( m(x_1^{(k-1)}, x_2^{(k-1)}) \), where \( m(\cdot) \) is a decreasing function from 0 to \( T \) (Grall, Dieulle et al. 2002). In the numerical experiment, we define \( m(x_1, x_2) = (1-a_1 x_1-a_2 x_2)T \) as an experimental function to ensure the maximum inspection interval is \( T \). Therefore, determination of the optimal \( \tau_k \) is to determine the optimal value of the coefficients \( a_1 \) and \( a_2 \).

For two non-identical units, we suppose that: \( \alpha_1 = 1 \), \( \beta_1 = 1.5 \), \( \alpha_2 = 2 \), \( \beta_2 = 2 \), \( D_1^{(1)} = 4 \), \( D_1^{(2)} = 5 \). When \( \tau_k = 3 \), \( D_2^{(1)} = 2.5 \), \( D_2^{(2)} = 3.5 \), \( D_p^{(1)} = 3.5 \), \( D_p^{(2)} = 4 \), and truncated data is defined as \( 6D_1^{(1)} \) and \( 6D_2^{(2)} \) instead of \( \infty \), approximate numerical solution of \( \pi(x_1, x_2) \) is shown in Figure 6.

We will verify the proposed deterioration state space partition method by making a decision table and performing sensitivity analysis of different parameters. Additionally suppose that \( C_p^{(1)} = 40 \), \( C_p^{(2)} = 50 \), \( C_c^{(1)} = 100 \),

![Figure 6. Example of deterioration and maintenance evolution of a two-unit system.](image)
Figure 7. An example of optimization result of GA.
values of expected total costs with different opportunistic maintenance thresholds. Figure 9 indicate that the cost rate is relatively small at smaller $D_{p}^{(1)}$ and $D_{o}^{(1)}$ due to the higher probability of preventive maintenance and lower probability of random failure, and combined with the fact that preventive maintenance costs are less than corrective maintenance costs. But if $D_{p}^{(1)}$ and $D_{o}^{(1)}$ is too small, frequent preventive maintenance also incurs high costs. With the increase in preventive maintenance thresholds, preventive maintenance zone gradu-
ally becomes narrow, and then the probability of preventive maintenance is reduced. Thus the probability of failure within an inspection period rises and the average cost rate increases significantly due to the influence of higher corrective maintenance costs.

On account of two key issues of this paper, the opportunistic preventive maintenance structure and the non-negligible maintenance times, we further analyze the influence of the cost parameters $C_r$ and $C_o$ over the optimal maintenance policy. Table 1 and Table 2 show the results of sensitivity experiments. In these tables, $\text{Zone}^{(1)}_o$, $\text{Zone}^{(2)}_o$, $\text{Zone}^{(1)}_p$ and $\text{Zone}^{(2)}_p$ denote the widths of the opportunistic and preventive maintenance zones for unit 1 and 2.

![Figure 9](image_url)

**Figure 9.** Influence of maintenance thresholds over the expected cost per unit time. (a) Preventive maintenance thresholds; (b) Opportunistic maintenance thresholds.
Table 1. Influence of $s_C$ over the optimal strategy, where $C^{(4)}_p = 40$, $C^{(2)}_p = 50$, $C^{(1)}_f = 100$, $C^{(2)}_f = 300$, $C_d = 100$.

<table>
<thead>
<tr>
<th>$C_i$</th>
<th>$CR(t)$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$D_{i}^{(0)}$</th>
<th>$D_{i}^{(1)}$</th>
<th>$D_{i}^{(2)}$</th>
<th>$Z_{i}^{(0)}$</th>
<th>$Z_{i}^{(1)}$</th>
<th>$Z_{i}^{(2)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>77.088050</td>
<td>0.351357</td>
<td>0.498958</td>
<td>3.237510</td>
<td>3.466515</td>
<td>2.763565</td>
<td>2.013934</td>
<td>0.473945</td>
<td>1.532717</td>
</tr>
<tr>
<td>50</td>
<td>85.671100</td>
<td>0.295521</td>
<td>0.297887</td>
<td>3.949277</td>
<td>3.728501</td>
<td>2.687689</td>
<td>2.383558</td>
<td>1.344943</td>
<td>0.050723</td>
</tr>
<tr>
<td>100</td>
<td>162.998650</td>
<td>0.100000</td>
<td>0.194674</td>
<td>3.834360</td>
<td>3.646004</td>
<td>2.139388</td>
<td>2.336465</td>
<td>1.309539</td>
<td>0.16564</td>
</tr>
</tbody>
</table>

Table 2. Influence of $d_C$ over the optimal strategy, where $C_i = 50$, $C^{(4)}_p = 40$, $C^{(2)}_p = 50$, $C^{(1)}_f = 100$, $C^{(2)}_f = 300$, $C_d = 100$.

<table>
<thead>
<tr>
<th>$C_d$</th>
<th>$CR(t)$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$D_{i}^{(0)}$</th>
<th>$D_{i}^{(1)}$</th>
<th>$D_{i}^{(2)}$</th>
<th>$Z_{i}^{(0)}$</th>
<th>$Z_{i}^{(1)}$</th>
<th>$Z_{i}^{(2)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>46.292150</td>
<td>0.306901</td>
<td>0.319461</td>
<td>2.851902</td>
<td>3.75703</td>
<td>2.686558</td>
<td>2.708539</td>
<td>0.165344</td>
<td>1.667164</td>
</tr>
<tr>
<td>100</td>
<td>85.671100</td>
<td>0.295521</td>
<td>0.297887</td>
<td>3.949277</td>
<td>3.728501</td>
<td>2.687689</td>
<td>2.383558</td>
<td>1.344943</td>
<td>0.050723</td>
</tr>
<tr>
<td>500</td>
<td>259.876200</td>
<td>0.174899</td>
<td>0.250782</td>
<td>3.437280</td>
<td>3.682932</td>
<td>2.666667</td>
<td>2.154653</td>
<td>0.770613</td>
<td>1.528279</td>
</tr>
</tbody>
</table>

Results from Table 1 indicate that with increasing of set-up costs, the cost of all maintenance activities in increase. In order to reduce expected costs rate, the frequency of maintenance must be reduced. The corrective maintenance cannot get an optimal decision, therefore this objective only can be achieved by reduce the frequency of preventive maintenance. The result is the width of preventive maintenance zones of all units are decreased with the increase of set-up costs. However, it is not wise to increase the preventive maintenance threshold blindly when set-up costs are very large. It will incur a large probability and cost of corrective maintenance. So the inspection interval becomes small with continuous increasing of set-up costs. With increasing of set-up costs, significance of opportunistic maintenance is more obvious, thus the width of preventive maintenance zones of all units are increased.

As shown in Table 2, with increasing costs of the downtime losses, $C_d$, the opportunistic and preventive maintenance thresholds of all units decrease to reduction in the probabilities and costs of corrective maintenance and thus resulting in an overall reduction in the cost rate. There are no evident trends in the change of widths of the opportunistic maintenance zones of units 1 and 2 with change in $C_d$. This is because the relationship between $C_d$ and maintenance zones is not direct.

5. Conclusions

In order to satisfy the objective-specific optimization modeling requirement, the DSSP method, which is presented in our recent study to analyze possible maintenance groups at each maintenance decision point and deduce their corresponding probabilities, is extended by detailing its partition with maintenance type due to the differences in costs and time consumptions of different maintenance activities. A more detailed partition method is presented and a new representation of the possible maintenance requirements and their corresponding probabilities are derived according to the partition results. In addition, focusing on two-unit systems with random “hard failure” and non-negligible maintenance time, a non-periodical condition-based opportunistic preventive-maintenance structure was presented. Utilizing the proposed method, a long-term average cost model is established based on semi-renewal theory. The optimal inspection period function of the system, the opportunities and the preventive maintenance thresholds of each unit are determined jointly. Numerical experiments are conducted to evaluate the proposed method. The results show that: An optimal maintenance strategy can be obtained by solving the optimization cost model, which is established using the proposed DSSP method. Together with the results of sensitivity analysis of the cost parameters, it indicates that the proposed modeling method is correct and well performed to optimize maintenance policies for two-unit systems.

According to the proposed method, the solution of the stationary law of system state $\pi(x_1, \cdots, x_n)$ is the key
issue for evaluation of such criterion requires determination. However, the expression of the stationary probability density for multi-unit system with \( n \) units can be reorganized as a set of \( i_{\text{max}} \) linear algebraic equations in \( i_{\text{max}} \times i_{\text{max}} \) unknowns in form of \( Ax = b \), where the dimension of \( A \) is \( i_{\text{max}} \times i_{\text{max}} \). It indicates that the dimension of the solution matrix grows exponentially when the number of units in a multi-unit system increases. Even for a multi-unit system with a few units, if the number of portions for numerical integration \( i_{\text{max}} \) increases continuously, the problem of “out of memory” may occur. In the future, this problem can be solved in two ways. First, the numerical solution of the stationary law of system state \( \pi (x_1, \ldots, x_n) \) warrants further study by introducing new technologies and methods, such as code optimization, sparse matrix storage and improved method for solving linear equations by analyzing the special characteristics of its matrix of coefficients. Second, it can be calculated with the aid of high performance computer and parallel computer.

In addition, further studies are needed considering more realistic systems and difficult maintenance models. These should include maintenance models with imperfect maintenance, models taking into account punishment for untimely preventive maintenance, and models for evaluation of additional performance criteria of the proposed policy (e.g., system reliability and availability), etc.
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Nomenclature

- $x_i^{(t)}$: random variable represents deterioration state of unit $i$ at time $t$
- $X_i(t)$: deterioration process of unit $i$
- $\{X_i^{(t)}\}_{t \in \mathbb{N}}$: deterioration process on an infinite discrete time grid $t_k \ (k \in \mathbb{N})$
- $\Delta x_i^{(k)}$: increment of deterioration state of unit $i$ between $t_{k-1}$ and $t_k$
- $f_i(x)$: pdf of the increment of deterioration state $\Delta x_i^{(k)}$
- $f_i^{(n)}(x)$: pdf of the increments during $n$ units of time
- $D_i^{(j)}$: threshold of hard failure of unit $i$
- $D_i^{(k)}$: threshold of preventive maintenance of unit $i$
- $D_i^{(o)}$: threshold of opportunistic maintenance of unit $i$
- $U$: operating zone
- $O$: opportunistic maintenance zone
- $P$: preventive maintenance zone
- $C$: corrective maintenance zone
- $A_1 A_2 \cdots A_n$: maintenance activity list
- $\pi_n(x_1, \cdots, x_n)$: joint probability density function of the system deterioration
- $P_{A_1 A_2 \cdots A_n}$: probability of the maintenance activity $A_1 A_2 \cdots A_n$
- $C_{\text{ins}}$: inspection cost for the whole system
- $C_{\text{ins}}^{(i)}$: inspection cost for unit $i$
- $C_{\text{c}}^{(i)}$: cost for a corrective maintenance of unit $i$
- $C_{\text{p}}^{(i)}$: cost for a preventive maintenance of unit $i$
- $t_c^{(i)}$: time incurred by a corrective maintenance of unit $i$
- $t_p^{(i)}$: time incurred by a preventive maintenance of unit $i$
- $C_j$: cost loss per unit time incurred by the system in in shutdown state
- $C_s$: set-up cost for each maintenance intervention
- $T_k \ (k \in \mathbb{N})$: scheduled inspection points
- $R_i$: regenerative point
- $S$: semi-regenerative point
- $S'$: the length of a semi-regeneration cycle
- $D$: downtime for maintenance in a semi-regeneration cycle
- $CR(t)$: average cost of an infinite time $t$
- $C(S)$: total cost of the semi-regeneration cycle
- $\tau_k$: the $k$th inspection interval
- $H_i(t^{(k)} \mid y_i^{(k)}; \tau_k)$: probability that the $k$th failure time of component $i$ is $t^{(k)}$ time units after the last semi-regeneration point given that the revealed deterioration state equal $y_i^{(k)}$ and the next inspection was scheduled $\tau_k$
- $m\left(x_1^{(k-1)}, x_2^{(k-1)}\right)$: function to calculate $k$th inspection interval $\tau_k$
- $E(\cdot)$: expectation value of $\cdot$
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