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ABSTRACT 

The paper is concerned with the development and application of the original probability models and supporting them 
software tools to predict and optimize quality and risks for complex systems. The examples demonstrate possibilities to 
use modeling results from different application spheres and to go in making decision “from a pragmatical filtration of 
information to generation of the proved ideas and effective decisions”. 
 
Keywords: Analysis; Model; Quality; Prediction; Reliability; Risk; Safety; Software Tools; System Engineering 

1. Introduction 

Today system processes for different conditions and 
threats are the main objects for improvement of system 
operation. The goal of this work is to propose models, 
methods, and software tools well-tested in practice, to 
predict and optimize quality and risks as applied to newly 
developed and currently operated manufacture, power 
generation, transport, engineering, information, control 
and measurement, food storage, quality assurance and se- 
curity systems. Presented work covers logically closed 
contour: “system requirements—supporting mathemati- 
cal models to estimate processes and system operation— 
ways to optimize quality and risks”. Thereby the answers 
on system engineering questions—“Is expected quality 
achievable?”, “Can be the system requirements met?”, 
“How much safe are those or others scenarios?”, “What 
about the real risks, profits and possible damages?”, 
“What choice in system architecture is rational?”, “What 
analyzed variants and decision are more effective and 
why?”, “What rational measures should lead to estimated 
effect without waste expenses, when, by which control- 
lable and uncontrollable conditions and costs?” etc.— 
can be substantiated quantitatively. The answers may be 
received before critical events (not only after these ev- 
ents). As demonstration 10 practical examples are in- 
vestigated and explained, the detailed ‘hardware’ of the 
work (including dozens of models), other hundreds ex- 
amples and routine comments are gathered at [1-12] and 
on site www.mathmodels.net.  

Why you should trust to the results of prediction by 
the offered models? In other words how models ade- 
quacy is substantiated? Though any answer to these 
questions won’t be irrefragable for a certain system we 
shall try to formulate our arguments (experience readers 
understand that any model needs in similar arguments). 

Argument 1. The fact is that while shaping models all 
mathematical results are initially drawn in the integral 
form. As input data are somehow connected with time 
after choosing probability distribution functions (PDF) 
characterizing these data there were selected the gamma- 
distribution and the Erlang’s distribution. Mathemati- 
cians know that these distributions approximate sums of 
positively distributed random variables well. Every tem- 
porary data are as a matter of fact such a sum of com- 
pound time expenses. Studies of regularities (for example, 
[13-18]) have shown that extremes are achieved on 
bounds of these distributions, i.e. of exponential and de- 
terministic (discrete) distributions. Thus, real values will 
be somewhere between lower and upper estimations. The 
results reflect pessimistic value for following using. 

Argument 2. As a basis of our models the probability 
theory and the theory of regenerative processes (i.e. re- 
curring processes) are used. Proofs of basic theoretical 
results are received, for example, by [14-15]. If to return 
in the 70-s of the last century we may remember the 
boom of mathematical modelling, defining calls flow 
reliable and time-probabilistic characteristics. The boom 
passed and appeared the reliability theory, the queuing 
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theory and a variety of models, which proved themselves 
to be effective. There are created standards and other 
normative documents regulating system methodical eva- 
luations on the basis of these models. Nowadays these 
models are widely used and trusted because they produce 
reliable results confirmed in the course of time. It is 
worth to remind that these created theories and models 
are based on the probability theory and the theory of re- 
generative processes. Some the offered models are the 
classical models of the 70-s improved and developed to 
meet the requirements of the present time. The other 
models [1-12] are created on the basis of the limit theo- 
rem for regenerative processes developed in the 70-80-s 
in Moscow State University.  

Argument 3. Skilled analysts know that if a probabilis- 
tic analytical model is incorrect then if input data are 
changed in the range from – to + there are always 
errors appearing either in infraction the probability the- 
ory laws or in illogic of dependencies behavior (most 
probably on the bounds of possible values) or in impos- 
sibility of obtained effects physical explanation. Bounds 
of input data in the offered software tools are assigned in 
the range from – to + (more precisely from millisec- 
onds to 108 years). Ten-years testing of models including 
beta testing by different independent companies raise 
confidence in software tools algorithmic correctness. 

Argument 4. As far as possible any designer tends to 
use several models of different authors. If results of dif- 
ferent models use are not divergent a designer begins to 
trust not only to results but also to the models. Compari- 
son of results of the presented software tools with results 
of other models use proved their high adequacy (con- 
cerning computations of reliability and time-probabilistic 
characteristics, the other models don’t have analogues). 

These arguments are supported by correct results of 
hundreds deep researches and technical solutions corre- 
sponding theory and practice.  

The offered software tools are an original Russian cre-
ation patented. They have been presented at seminars, 
symposiums, conferences, ISO/IEC working groups and 
other forums since 2000 in Russia, Australia, Canada,  

China, Finland, France, Germany, Kuwait, Luxembourg, 
Poland, Serbia, Ukraine, the USA, etc. The software 
tools were awarded by the Golden Medal of the Interna- 
tional Innovation and Investment Salon and the Interna- 
tional Exhibition “Intellectual Robots”, acknowledged on 
the World’s fair of information technologies CeBIT in 
Germany, noted by diplomas of the Hanover Industrial 
Exhibition and the Russian exhibitions of software. The 
offered technology of modelling through the Internet has 
been acknowledged as the best project-2007 by the Na- 
tional Association of Innovations and Developments of 
Information Technologies of Russia.  

2. Review and Analysis of System Processes  

As a result of analyzing practice approaches to safety (to 
industrial, fire, radiating, nuclear, chemical, biological, 
transport, ecological systems, safety of buildings and 
constructions, information security) we made the next 
conclusions-see Figure 1 [7-12]. 

For the spheres of industrial, fire, radiating, nuclear, 
aviation safety in which already there were numerous 
facts of tragedies-requirements to admissible risks are 
expressed quantitatively at probability level and qualita- 
tive at level of necessary requirements to the initial mate- 
rials, used resources, protective technologies and opera- 
tion conditions. Generally risk estimations from one 
sphere do not use in others spheres because of methods 
and metrics for risk analysis are different, interpretations 
are not identical in spite of processes are logically simi- 
lar. 

For the spheres of chemical, biological, transport, eco- 
logical safety, safety of buildings and constructions, in- 
formation security, including the conditions of terrorist 
threats—requirements to admissible risks are set mainly 
at qualitative level in the form of requirements to per- 
formance. The analytical methods for quantitatively risk 
analysis are in creating yet. The term “Admissible risk” 
can’t be defined because of one depend on methods. Ex- 
perience from other spheres is missing. 

 

As a result of analyzing practice approaches to safety
(to industrial, fire, radiating, nuclear, chemical, biological, transport, ecological 

systems, safety of buildings and constructions, information security)

Conclusion 1

For the spheres of industrial, fire, radiating, nuclear, aviation safety in 
which already there were numerous facts of tragedies - requirements to 
admissible risks are expressed quantitatively at probability level and 
qualitatively at level of necessary requirements to the initial materials, used 
resources, protective technologies and operation conditions

Conclusion 2

For the spheres of chemical, biological, transport, ecological safety, 
safety of buildings and constructions, information security, including 
the conditions of terrorist threats – requirements to admissible risks are 
set mainly at qualitative level in the form of requirements to performance.
It means impossibility of risks predictions and correct decisions of synthesis 
problems to substantiate preventive measures against admissible risk  

Figure 1. Comparison results to risk estimations. 
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To improve essentially this situation the offered way 

includes mathematical models and applicable technolo- 
gies to predict, analyze and optimize quality and risks for 
complex systems. 

Existing practices for providing system quality and 
safety were reviewed and analyzed (including appro- 
aches of system standards ISO 9001, ISO/IEC 15288, 
IEC 60300, 61508, CMMI etc.). 

As a result of reviewing: all organizations need ade- 
quate knowledge to solve the problems, but only some 
part from them uses modelling complexes; used models 
are highly specialized, input and calculated metrics are 
adhered strongly to specificity of systems; existing mod- 
elling complexes have been created within the limits of 
concrete systems and as a rule are very expensive for 
adaptation to other conditions. In general case prediction 
and optimization of quality and risks should be founded 
on the mathematical modelling of system processes. 
Really, any process is a repeated sequence of consuming 
time and resources for outcome receiving in all applica- 
tion areas. The moments for any activity beginning and 
ending are, in mathematical words, random events on

time line. Moreover, there exists the general property of 
all process architectures. It is a repeated performance for 
majority of timed activities (evaluations, comparisons, 
selections, controls, analysis etc.) during system life cy- 
cle—for example see on Figures 2 and 3 the problems 
that are due to be and can be solved by the mathematical 
modelling of processes according to ISO/IEC 15288 
“System engineering. Processes of system life cycle”. 
The summary of the analysis is the next. Probability esti- 
mations of identical processes from one sphere do not 
use in other spheres because of methodologies are dif- 
ferent, interpretations are not identical. The methods for 
quantitative quality and risk analysis on probability level 
are in creating stage yet. As consequence probability 
estimations are not comparable, experience from differ- 
ent spheres is missing, a universal objective scale of 
measurement is not established yet. Moreover the terms 
“Acceptable quality” and “Admissible risk” should be 
defined on probability scale level only in dependence on 
corresponding methods. 

It does not allow to solve the main problems of a sub- 
stantiation of system requirements to processes parameters  

 

Evaluation of  technical, schedule, cost risks 
Analysis of the impact of undesirable outcomes

Analysis of  possible ways for  project performance. Comparative evaluation of 
work performance expenses. The strategy analysis in the organizational 
environment management. Analysis of the expected project outcomes. Evaluation 
of Return-On-Investment. Evaluation of system profitability. Evaluation of system 
life cycle processes. Analysis of improvement effectiveness. Analysis of  resource 
infrastructure. Evaluation of human factors and personnel readiness to implement 
projects. Evaluation of delays from personnel serving on more than one project. 
Analysis of  quality service effectiveness. Evaluation of  customer satisfaction etc.

The problems that are due to be solved by the mathematical modelling 

Analysis of achievable quality. Analysis of project scope. Evaluation of strategy 
and conditions for performing project objectives. Analysis of expected quality, 
project team, critical conditions, project progress, reviews, audits or inspections 
effectiveness. Revealing deviations. Substantiation of requirements, plans 
management, recommendations for corrective action. Substantiation of 
requirements to information gathering characteristics. Can a problem be 
effectively resolved in time? Evaluation of risks of inadequate interpretation, 
uncontrolled growing situations,  counteraction measures effectiveness. 
Evaluation of expenses for risk retention. Substantiation of counteraction 
strategy against risks. Substantiation of configuration management strategy. 
Evaluation of  configuration information quality. Analysis to satisfy users’ needs 
in providing reliable, well-timed, complete, valid and confidential information etc.

Definition of requirements: to the integral system quality and safety, to tolerable 
conditions for development, to operation environment characteristics, to 
interaction “user-system” characteristics, to system conditions for effective 
operation, to customer satisfaction. Analysis of requirements to integral system 
quality and safety, to architectural design projects, to stakeholder satisfaction. 
Analysis of functional components (with the functions of serving, gathering, 
control, analysis, monitoring,  counteraction against threats). Analysis  of  
uncertainty factors, implementation and integration strategy, of impact 
“accompanying components and conditions”, verification and validation 
strategy. Analysis  of  operators competence and real system capabilities. 
Analysis  of  real  system services that meet stakeholder requirements. 
Comparative estimation of expenses and profits. Evaluation of achieved system 
quality and safety, stakeholder satisfaction. Analysis of maintenance strategy etc.

 

Figure 2. The problems that are due to be and can be solved by mathematical modelling of processes. 
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Figure 3. System engineering problems in life stages. 
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ing and counteraction measures at restrictions, and also 
to confirm about efficiency of the prevent measures to 
provide quality and safety in different spheres. 

This work focuses on the way for using univ
s in a system processes: probabilities of success or 

failure during a given period for an element, subsystem, 
system. Calculation of these metrics within the limits of 
the offered probability space built on the basis of the 
theory for random processes, allows to predict quality 
and risks on an uniform probability scale, quantitatively 
to prove comprehensive levels of acceptable quality and 
admissible risks from “precedents cases”. The prediction 
of risks can use widely transportation safety monitoring 
data and statistics. In general case a probabilistic space 
 , ,B P  for the evaluation of system operation proc- 

ld be proposed, where:  —is a limited space 
of elementary events; B—a clas of all subspace of 
 -space, satisfied to the properties of -algebra; P—a 

bability measure on a space of elementary events 

esses shou
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s 

  
Because,  kw   is limited, there is enough to esta
lish a ref  k kp P w   like that 0kp   
and 1kp  .  

b-
lection kw

k

3.1. The Models and Software Tools to 
Information System Processes 

The example of creating models and technologies to pre- 
ality and risks is modelling software Co

Evaluation of Information Systems Operation Quality, 
patented by Rospatent No. 2000610272 (CEISOQ+) [1- 
3]. 

Requirements to Information Systems (IS) operation 
depe

eration, real conditions (including potential threats), 
available resources, information sources facilities and 
communication requirements (see Figure 4). This is the 
logical basis to create universal mathematical models to 
estimate the reliability and timeliness of information pro- 
ducing, the completeness, validity and confidentiality of 
the used information from users’ point of view [1-3]. 

The idea of estimating IS operation quality appeared 
as a result of studying potential threats to output info

ation (see Figure 5 and example of modelling protec- 
tion processes against dangerous influences in subsection 
3.2).      
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Figure 4. The place and the purpose of information system in a SYSTEM. 
 

 

Figure 5. Potential threats to output information according to general purpose of IS operation. 
 

The created 
p

ion gathering CEISOQ+ allows to simplify and to application domain; complex of informat
s read the use of the next mathematical models: of func- 
tions performance by a system in conditions of unreli- 
ability of components; complex of calls processing; of 
entering into IS current data concerning new objects of 

from sources; of information analysis; of dangerous in- 
fluences on a protected system; of an unauthorized ac- 
cess to system resources. CEISOQ+ may be applied for 
solving such system problems appearing in IS life cycle 
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as: substantiation of quantitative system requirements to 
hardware, software, users, staff, technologies; require- 
ments analysis; estimation of project engineering deci- 
sions and possible danger; detection of bottle-necks; in- 
vestigation of problems concerning potential threats to 
system operation and information security; testing, veri- 
fication and validation of IS operation quality; rational 
optimization of IS technological parameters; substantia- 
tion of plans, projects and directions for effective system 
utilization, improvement and development. 

3.2. Example of Modelling Protection Processes 
against Dangerous Influences 

- 
senti g system protec- 

fferent 
tra

stics are carried out periodically. 
It 

her trace system integrity 
be

o- 
la

lt of use the next 
m

eriod between 
ne

Nowadays at system development and utilization an es
al part of funds is spent on providin

tion from various dangerous influences able to violate 
system integrity (these may be failures, defects events, 
“human factors” events, terrorists attacks, etc.). 

There are examined two general technologies of pro- 
viding protection from dangerous influences in di

nsportation spheres: proactive diagnostic of system 
integrity1 (technology 1) and security monitoring when 
system integrity is checked at every shift change of op- 
erators (technology 2). 

Technology 1 is based on proactive diagnostics of 
system integrity. Diagno

is assumed that except diagnostics there are also in- 
cluded means of necessary integrity recovery after re- 
vealing of danger sources penetration into a system or 
consequences of negative influences. Integrity violations 
detecting is possible only as a result of diagnostics, after 
which system recovery is started. Dangerous influences 
on system are acted step-by step: at first a danger source 
penetrates into a system and then after its activation be- 
gins to influence. System integrity is not considered to be 
violated before a penetrated danger source is activated. A 
danger is considered to be realized only after a danger 
source has influenced on a system. The essence of pro- 
tecting process architecture for the first technology is 
illustrated by Figure 6. The cases 1, 4 illustrate danger- 
ous influences. The cases 2, 3, 5 illustrate secure system 
operation during period Treq.

2 
Technology 2, unlike the previous one, implies that 

operators alternating each ot
tween diagnostics. In case of detecting a danger source 

an operator is supposed to remove it recovering system 
integrity (ways of danger sources removing are analo- 
gous to the ways of technology 1). A penetration of a 
danger source is possible only if an operator makes an 

error but a dangerous influence occurs if the danger is 
activated before the next diagnostic. Otherwise the 
source will be detected and neutralized. Errorless opera- 
tor’s actions provide a neutralization of a danger source 
trying to penetrate into a system. When operators alter- 
nate a diagnostic and recovery of lost integrity is held. 

For all technologies availability of means of danger 
sources total-lot detecting and existence of ways of vi

ted system integrity total-lot recovery may seem to be a 
very high requirement. Nonetheless, a system which can’t 
check and recover its integrity (if it needs) is a very vul- 
nerable and knowingly doomed system. 

The probability of safe system operation within the as- 
signed period may be estimated as a resu

athematical models. Risk to lose safety is an addition to 
1 (assumption: for all time input characteristic the prob- 
ability distribution functions (PDF) exist). 

There are possible the next variants: variant 1—the as- 
signed period Treq. is less than established p

ighboring diagnostics  req. betw. diag. betw.T T T T   ; vari- 
ant 2— the assigned period Treq. is more than or equals to 
established period betwee cs Treq 
≥ (Tbetw. + Tdiag.)·Tbetw..—is the time between the end of 
diagnostic and the beginning of the next diagnostic (Tbetw. 
= const); Tdiag.—is the diagnostic time (Tbetw. = const)· 
penetr(t)—is the PDF of time between neighboring in- 
fluences for penetrating a danger source; activ.(t)—is the 
PDF of activation time of a penetrated danger source; A(t) 
is the PDF of time between operator’s error; Treq.—is the 
required period of system operation for prediction. 

Statement 1. Under the condition of independence of 
considered characteristics the probability of dang

n neighboring diagnosti

erous 
influence absence within the assigned period Treq. for the 
variant 1 of technology 1 is equal to 

     req. penetr.infl. 1 1 ,P T T        (1) activ. req.

where *—is the convolution sign. 
Statement 2. Under the condition of independence for 

bability of dangerous 
in
considered characteristics the pro

fluence absence within the assigned period Treq. for the 
variant 2 of technology 1 is equal to 

 
 

   

   

betw. diag.
req.

req. betw. diag.
infl. betw. diag.

req.

,

T
T

T N Т T
Т TP

T



 
 

 

where 

betw. diag.
infl. 2 infl. 1

N
N Т T

P ТP


 

 req. betw. diag.N Т Т Т    —is the integer part. 

Statement 3. Under the cond  for 
considered characteristics the probability of dangerous 
in

1Note. System integrity is defined as such system state when system 
purposes are achieved with the required quality. 
2Note. It is supposed that used diagnostic tools allow to provide neces-
sary system integrity recovery after revealing of danger sources pene-
tration into a system or consequences of influences. 

ition of independence

fluence absence within the assigned period Treq. for the  
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Figure 6. Abstract formalization for technology 1. 
 
variant 1 of technology 2 is equal to

.

 

     inf . 1 req. 1 d d
T T

T AP  
req. req.

act.penetr.
0 0



 


     (2) 

Statement 4. Under the condition of independenc
considered characteristics the probability of dangerous 
in

e of 

fluence absence within the assigned period Treq. for the 
variant 2 of technology 2 is equal to 

   
 

   

inf . 2 req.   P T

betw. diag. rmn
infl. 1wholly rmn

req. req.

,N
N T T T

P TP
T T


   

 

Pwholly—is the probability of dangerous influence ab- 
sence within the assigned period T , and req.    P T  rmnnfl. 1i

 defined above, but one is calculated not for all period 
Treq., only for the remainder time  



is

rmn req. betw.T T N T T   . diag.

The final clear analytical formulas for modelling are 
received by convolution of (1) and Lebesque-integration 
of

he 
ks 

 From the point of view of prob- 
ability theory and the theory of regenerating processes it 

ed as expense of time which can be 
re

cture existing models 
ca

influencing processes.

 (2) expression with due regard to Statements 1-4.  

3.3. The Idea of Modelling Complex Processes 

The idea of modelling complex processes consists in t
following. Any process represents a set of the wor
which are carried out with any productivity at limitations 
for resources and conditions. This amount of works is 
characterized by expenses of resources (cost, material, 
human), accordingly works can be executed for different 
time with various quality. For every system the terms 
“quality” and “safety” should be formal defined. And 
conditions are characterized by a set of random factors 

is possible to put formally, that all processes on ma-
cro-and micro-levels are cyclically repeated. If to as- 
sume, that number of recurrences of such processes is 
very large we can speak theoretically about probability of 
any events which can occur. The mean time characteris- 
tics of processes, frequency characteristics of any events 
and characteristics, connected in due course are used as 
input. Probabilities of “success” during a given time of 
prediction are final or intermediate results of modelling. 
Risks of failures are an addition to 1. They are used as 
evaluated output.  

Thus the main proposition, implemented in the offered 
models, concludes the next: all amounts of works, char- 
acteristics of their performance, possible events and other 
inputs are interpret

flected on a timeline. Probability metrics on the intro- 
ced limited space of elementary events are calculated by 
the rule of the probability theory.  

Correct integration of probability metrics for complex 
processes are based on a combination and development 
of models [4-12]. For a complex estimation of the sys- 
ms with parallel or consecutive stru

n be developed by usual methods of probability theory. 
For this purpose in analogy with reliability it is necessary 
to know a mean time between violations of integrity for 
each of element (similarly mean time between neighboring 
failures in reliability (MTBF), but in application to viola- 
tion of quality, safety etc. For unrenowal objects this is 
mean time to the first failure). Let’s consider the elementary 
structure from two independent series elements that means 
logic connection “AND” (Figure 7, left), or parallel ele- 
ments that means logic connection “OR” (Figure 7, right).  
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Figure 7. Illustration of system, combined from series (left) 
or parallel (right) elements 
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2) time between violations of integrity for system 
combined from parallel connected independent eleme
(hot reservation) is equal to a maximum from two times 
τi: failure of 1st or 2nd elements (i.e. the system goes into 
a 

currently expressions (3)-(4), it is possible 
to receive PDF of time between violations of integrity for 
any complex system with parallel and/or 
structure (in an assumption of independence). The il- 
lu

iod. If a probabil- 
ity

ife cycle proc-
y 
- 

els ware tools—see 

(models and software tools “Environ- 
m

r the system engi- 
ne

nses for its 
cr

 1 2 1 2

 

min , 1 min ,

 1

В t

Р t Р t

Р

       

 

(3) 

       1 2 1 21 1t Р t В t В t          

nts 

state of violated integrity when both 1st and 2nd ele- 
ment integrity will be violated). For this case the PDF of 
time between violations of system integrity is defined by 
expression  

    
       

1 2

1 2 1 2

max ,

      

В t Р t

Р t Р t В t В t

 

 

 

   
       (4) 

Applying re

consecutive 

stration of threats, periodic control, monitoring and re- 
covery of integrity for combined subsystems of esti- 
mated system is reflected on Figure 8. 

Many models are applicable to the system presented as 
one element. The main output of such system modelling 
is probability of providing system integrity or violation 
of system integrity during the given per

 for all points Тgiven. from 0 to ∞ will be calculated, a 
trajectory of the PDF (or analogy of PDF) for each com- 
bined element depending on threats, periodic control, 
monitoring and recovery of integrity is automatically 
synthesized. The known kind of this PDF allows to de- 
fine mean time of providing integrity or between viola- 
tions of system integrity for every system element by 
traditional methods of mathematical statistics. 

Thus, there is possible an integration of metrics on the 

level of a PDF of permanent system integrity time or 
violation of system integrity (or analogy of PDF). And it 
is the base for quality and risk prediction. 

3.4. Some Examples of Original Software Tools 
to Predict Quality and Risks  

The next complex for modelling system l
esses “MODELLING OF PROCESSES”, patented b
Rospatent No. 2004610858, supports more than 100 mod

and includes multi-functional soft
Figure 9 [7-12]. 

Complex “MODELLING OF PROCESSES” includes 
multi-functional software tools for evaluation of Agree- 
ment (models and software tools “Acquisition”, “Sup- 
ply”), Enterprise 

ent Management”, “Investment Management”, “Life 
Cycle Management”, “Resource Management”, “Quality 
Management”), Project (models and software tools “Pro- 
ject Planning”, “Project Assessment”, “Project Control”, 
“Decision-making”, “Risk Management”, “Configuration 
Management”, “Information Management”) and Techni- 
cal Processes (models and software tools “Requirements 
Definition”, “Requirements Analysis”, “Architectural 
Design”, “Human Factor”, “Implementation”, “Integra- 
tion”, “Verification”, “Transition”, “Validation”, “Oper- 
ation”, “Maintenance”, “Disposal” tools)—see Figures 
10-13 (one separate box is an implementation of one or 
more mathematical models [1-12]).  

The one from last implementations is the “Complex 
for evaluating quality of production processes” (patented 
by Rospatent No. 2010614145)—Figure 14. 

The offered models help to answe
ering questions (see Figures 2-5) by estimations of 

quality and risks. The effect from implementation in sys- 
tem life cycle is commensurable with expe

eation (see Figure 15 and www.mathmodels.net).  
Thereby necessary attributes of the offered innovative 

approach to improve system processes are above formed. 
Traditional approaches consist as a matter of fact in a 
pragmatical filtration of the information. In the decisions 
the responsible person, making decision, is guided firstly 
by the own experience and the knowledge and the ad- 
vices of those persons of a command to whom trusts. 
Intuitively forming ideas which seem correct, this person 
chooses only that information which proves idea. The 
denying information is often ignored and more rare— 
leads to change of initial idea. This approach can be ex- 
plained from the facts that at absence or limitation of 
used models it is difficult to investigate at once many 
ideas for short time. The presented models, methods and 
software tools, reducing long time of modelling (from 
several days, weeks and months to few seconds and min- 
utes) change this situation cardinally. 
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Threats against every subsystem 1 , …, N-1, N of estimated system , 2

Subsystem
1

Subsystem
2

Subsystem
3

Subsystem
N-2

Subsystem
N-1

Subsystem
N

Proactive measures: periodic control, monitoring and recovery of  integrity

…

 

Figure 8. Threats, control, monitoring and recovery for combined subsystems (series elements). 
 

 

Figure 9. Complexes for modelling system processes. 
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Figure 10. Software tools for evaluation of agreement processes. 
 

 

Figure 11. Software tools for evaluation of enterprise processes. 
 

The offered innovative approach is at the beginning 
substantiation of the system requirements, purposefully 
capable to lead to a success. Further, the responsible 
person, equipped by a set of necessary mathematical 
models and their software tools possibilities to predict 
quality and risks, is powered for generation of the proved 
ideas and effective decisions. These decisions are physi- 

in
nalysis and optimization of processes in system life cy- 

cle. The offered approach allows to go “from a pragma- 
tical filtration of information to generation of the proved 

ideas and effective decisions”. 
The use of created methods to analyze and optimize 

system processes allows to optimize quality and risks in 
practice of system engineering. 

 
4. Optimization of System Quality and Risks 

ization generally are maxi- 
mization of a prize (profit, a degree of quality or safety, 
etc.) at limitations on expenses or minimization of ex- 
penses at limitations on an admissible level of quality 

cally clear because of us
a

g accessible and operative Classical examples of optim
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Figure 12. Software tools for evaluation of project processes. 
 

 

Figure 13. Software tools for evaluation of technical processes. 
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Figure 14. Subsystems of the “complex for evaluating quality of production processes”. 
 

Proof of «acceptable quality and admissible risk» for different systems in 
uniform interpretation. Creation of technics to solve different problems for 
quality and risk analysis and optimization, access for wide use and training

Example of standard processes

Formalization

General
properties 

of the 
processes
developed 
in time line

Creation of the 
mathematical models, 
methods and software 

tools to analyze and 
optimize  system 

processes 

Approve
on practice

Analysis and optimization 
of quality and risks 

Expected pragmatic 
effect from application

It helps to answer the question «What rational measures should lead to estimated effect without waste 
expenses, when, by which controllable and uncontrollable conditions and costs?». 

The effect from implementation in system life cycle is commensurable with expenses for system creation
 

Figure 15. The offered way is the use of created methods to analyze and optimize system processes. 
 
and/or safety. In a life cycle of systems criteria and limi- 
tations vary. The statement of problems for system ana- 
lysis includes definition of conditions, threats and esti- 
mation a level of critical measures. As probability pa- 
rameters give higher guarantees in estimations of a de- 
gree of achieving purposes in comparison with average 
value at a choice it is recommended to use probability as 
the cores. And evaluated mean time characteristics (for 
example the mean time between violations of admissible 
system operation reliability) are auxiliary. For example, 

there are applicable the next general formal statements of 
problems for system optimization:  

1) on the stages of system concept, development, pro- 
duction and support: system parameters, software, tech- 
nical and management measures (Q) are the most rational 
for the given period if on them the minimum of expenses 
(Zdev.) for creation of system is reached 

   dev. rational dev.min ,

                           

Z Q Z

Q


 

Q
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at limitations on probability
quality and expenses for operation 

and under other development, operation 
 

2) on operation stage: system parameters, software, 
technical and management measures (Q) are the most 
rational for the given period of operation if on them the 
maximum of probability of providing acceptable system 
operation quality is reached 

at limitations on probability of an acceptable level of 
quality and expenses for operation 

 of an acceptable level of 

 quality adm.  P Q P  

 oper. adm. С Q С  

or maintenance conditions;

   quality rational qualitymax ,

                            

P Q P Q

Q


 

 quality adm P Q P . 

 oper. adm. С Q С  

nance conditions. 
and under other operation or mainte- 

nd management measures (Q) are as a rule vectors of 
input—see examples below.  

These statements may be identically transformed into 
problems of expenses or risk minimization or retention in 
different limitations. For example for security services it  

ty of object, process or sys- 
tem up to the mark. In this case the criterion of a mini- 
mum of expenses at limitations on an admissible risk 
level of dangerous influence on system contrary to coun- 
teraction measures or a minimum of risk of dangerous 
influence at limitations on expenses are possible. There 
may be combination of formal statements in system life 
cycle. 

The purposed order for use the developed formal ap- 
proach to analyze and optimize quality and risks is illus- 
trated by Figure 16.  

When analyst use this approach he’d like for several 
minutes to formalize a problem, perform mathematical 
modelling, analyze system processes in different condi- 
tions, choose the most rational variant and prepare ana- 

n analyst should 
perform mathematical modelling by the Internet versions 
of the some offered models—see Figure 17.  

The analytical report forms automatically and includes 
a formalization of analyst’s problem, input, results of 
mathematical modelling in pictures (as demonstrated  
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 analyze and optimize quality and risks. Figure 16. The purposed approach to
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Figure 17. Mathematical modelling by the Internet versions. 
 
above in examples), analysis of system processes behav- 
iour for different conditions, choice of the most rational 
variant and recommendations”. 

It is virtual outsourcing of high system analysis on the 
base of the offered mathematical models. The purpose is 
to give to analysts an opportunity of accessible and cheap 
high technology of studying complex processes in life 
cycle of estimated systems. This work has begun, the 
first models are accessible (see www.mathmodels.net). 

An application of the offered methodology [1-12 etc.] 
covers the predictions of probabilities of “success”, risks 
and related profitability and expenses. This helps to solve 
well-reasonly the next problems in system life cycle: 
analysis of system use expediency and profitability, se- 
lecting a suitable suppliers, substantiation of quality man- 
agement systems for enterprises, substantiation of quan- 
titative system requirements to hardware, software, users, 
staff, technologies; requirements analysis, evaluation of 
project engineering decisions, substantiation of plans, 
projects and directions for effective system utilization, 
improvement and development; evaluation of customer 
satisfaction in system design & development and possi- 
ble dangers, detection of bottle-necks; investigation of 
problems concerning potential threats to system opera- 
tion including protection against terrorists and informa- 
tion security; verification and validation system opera- 
tion quality, investigation rational conditions for system  

use and ways for optimization etc.  

5. Some Examples of Solving Problems of 
System Engineering 

Examples 1-9 are presented from simply to complex and 
based on real input for some operating systems. Example 
10 is artificial hypothetic system as a combination of the 
systems from examples 1-9.  

Example 1 (“Human factor”). Let the problem solu- 
tion depends on joint but independent actions of 5 people. 
Let each of 4 specialists make 1 error a month and the 
5th inexperienced person makes 1 error a day. System re- 
covery time after an error equals to 30 minutes. It is re- 
quired to evaluate faultlessness of such group’s actions 
within a week. 

Approach to solution. Integral computation results by 
CEISOQ+ reveal that the probability of faultless joint 
actions of the first 4 skilled specialists within a 40-hours 
workweek equals to 0.80 but the low-quality work of the 
5th unexperienced member mocks the whole group work. 
Indeed, the probability of faultless actions decreases to 
0.15 (see Figure 18). The question is lawful—what 
MTBF an worker should possess to provide a faultless- 
ness of the actions with probability 0.99 within 8 hours 
of the working day? According to calculations the MTBF 
not less than 850 working hours is acceptable. It is 106 
times (!) more than 8-hours working day. 
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Figure 18. Analysis of human factor. 
 

Example 2 (Efficiency of non-destroying control). 
Let’s consider two competing enterprises which are sup- 
pliers of pipes for transportation of production and 
guided in their quality management system (QMS) by 
various technical politics. The first of these enterprises, 
guided by an innovative way of development with ra- 
tional application of modern information technologies, 
effectively uses (as believed) existing innovations for 
quality control. The second company uses cheaper and 
out-of-date technologies, keeping competitiveness on the 
market at the expense of it. At the enterprises various 
methods of non-destroying control are applied to reveal- 
ing defects.  

The first enterprise acquires input production from 
suppliers after quality control by all recommended me- 
thods of non-destroying control (acoustic, magnetic, op- 
tical, radiating, radio wave, thermal, electromagnetic etc.) 
that is confirmed by test reports and certificates on ISO 
9001 and on output production. As a result for total con- 
trollable production in 100,000 units per a month (for 
example, production tons, running meters etc.) the part of 
possible defects before control is 5%, a frequency of er- 
rors during the control is no more than 2 defects in a year 
(these are the latent defects not revealed by existing me- 
thods or passed at the control). 

The second enterprise is satisfied by certificate on ISO 
9001. And only radio wave method of non-destroying 
control is used by the suppliers. It allows to reveal such 
defects, as stratifications and deviations on a thickness in 
metal products (i.e. no more than 10 % of possible de- 
fects). At the expense of it the part of possible defects 
before the control is already 20%, moreover, at the con-
trol defects of moulding (slag and flux inclusions, shr- 

inkable bowls, gas bubbles, cracks, etc.), defects of pro- 
cessing by pressure (internal and superficial cracks, rup- 
tures, tempers, dents, etc.), defects of heat treatment 
(overheats, hardening and hydrogen cracks, etc.) are 
missed. Totally about 30 defects per a year are possible. 

Omitting questions of profits, it needs to compare 
technical politics of these enterprises by a risk of mis- 
taken analytical conclusion within a month. 

Approach to solution. Input and results of control 
processes are on Figure 19.  

The comparative analysis of the received dependences 
has shown: the risk of mistaken analytical conclusions 
for 1st enterprise is 0.15, and for 2nd one—0.92 (!); if 
the volume of controllable production is changed from 
50,000 to 200,000 units per a month the risk increases for 
1st enterprise from 0.08 to 0.58, and for 2nd one—from 
0.71 to 0.96; the increase in a part of possible defects 
twice essentially does not influence value of risk (i.e. 
efficiency of applied technologies of the control depends 
essentially on other parameters, in particular from fre- 
quency of possible errors); if frequency of possible errors 
increases twice than the risk increases for 1st enterprise 
from 0.08 to 0.28, and for 2nd one—from 0.71 to 0.99. 

Conclusion: for 1st enterprise the risk of mistaken ana- 
lytical conclusions at level 0.15 after the control within a 
month can be recognized as acceptable. The 2nd enter- 
prise supplies frankly defected production (probability 
nearby 0.9) that will negatively affect further at system 
operation. 

Example 3 (Errors during a use of SCADA system). 
The control towers use SCADA system (supervisory 
control and data acquisition) for making decision. Wrong 
interpretation may be caused by errors of dispatcher 
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Figure 19. Comparative estimation of efficiency of non-destroying control. 
 
personnel, which can miss important information or turn 
harmless information into dangerous one, fails of SCA- 
DA system. Let’s consider a control station receiving 
information from the SCADA system. The information 
flow is measured in some conventional units and the in- 
formation flow is of 100 units per hour. The total in- 
formation contains not more than 1% of data related to 
potentially dangerous events. Taking into account auto- 
matic data analysis we suppose the speed of event inter- 
pretation to be near 30 sec per information unit. In this 
case 100 information units will be processed during 50 
min. At that the frequency of errors for the whole dis- 
patcher shift on duty, including fails of the SCADA sys- 
tem itself is about 1 error per year according to statistical 
data. The task is to estimate the risk of mistaken analytic- 
cal conclusion for a time period of 1 hour, during one 
dispatcher shift turn of 8 hours, 1 month, 1 and 10 years.  

Approach to solution. The analysis of modelling by 
the software tools “Complex for evaluating quality of 
production processes” shows (see Figure 20) that for 
short time periods such as one shift turn or even for a 
month the risk of mistaken analytical conclusion is small 
enough (0.00076 and 0.07 accordingly). But when the 
time period grows the risk increases and becomes 0.565 
for a year and almost unity (0.9998) during time period 
of 10 years. This means that during a month the prob- 
ability for errors of dispatcher personal or SCADA sys- 

tem fails to occur is very small and their operation will 
be almost faultless. But for a more long time period such 
as a year is considered 1 - 2 errors of dispatcher personal 
or system SCADA fails will occur for certain.  

Considering high reliability of SCADA system and 
according to “precedent” principle the level 0.07 for the 
risk of mistaken analytical conclusion during a month 
can be defined as admissible. 

Example 4 (Efficiency of counteraction measures 
against risks in pipes manufacture and use). It needs 
to compare efficiency of counteraction measures against 
risks for two different companies that are responsible for 
systems of pipes manufacture and use. Approach to so- 
lution. A solution can be based on comparisons of risks 
to lose efficiency during 2 years and 15 years of compa-
nies operation.  

Let’s the 1st system is characterized by measures: 1st 
measure—QMS at the supplier; 2nd measure—produc- 
tion quality check by all recommended kinds and meth- 
ods of control within a year and improvement of times in 
3 years; 3rd measure—the control by SCADA-system; 
4th measure—remote sounding with preservation of effi- 
ciency within the days, carried out once a week; 5th 
measure—annual local inspections with preservation of 
efficiency within a month; 6th measure—integrated in- 
spections of 1 times in 5 years with preservation of effi- 
ciency within a month; 7th measure—electrochemical  
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0.07
 

Figure 20. Results of modelling a SCADA-system. 
 
protection of pipelines and means of telemechanics.  

Let’s the 2nd system is characterized by measures: 1st 
measure—QMS at the supplier; 2nd measure-the control 
by SCADA-system; 3rd measure—helicopter inspection 
and regular radiographic methods of the analysis with 
preservation of efficiency within the days, carried out 
once a week; 4th measure-annual local inspections with 
preservation of efficiency within a month; 5th measure- 
integrated inspections of 1 times in 5 years with presser- 
vation of efficiency within a month; 6th measure—elec- 
trochemical protection of pipelines and means of tele- 
mechanics. 

Results show high degree of efficiency for both com- 
panies: 0.11 - 0.25 during 2 years, 0.21 - 0.38 during 15 
years. These results, compared with results from other 
spheres [7-12] considering “precedent cases” (see also 
examples of this paper), proves: the level of risks 0.11 
for 2 years and 0.25 for the period 15 years can be rec- 
ognized as “admissible”.  

Example 5 (Preservation of foods quality). Predic- 
tion and optimization of system quality is demonstrated 
on an example of modelling processes that are peculiar 
for grain storage. Quality of the grain supplied on long- 
time storage, decreases because of influences of danger- 
ous biological, chemical and physical factors. Let’s esti- 
mate the possible period before such moment of time 
when storing grain begin to loss required quality, and 
also expediency of introduction of continuous monitoring 
of grain quality.  

Approach to solution is based on the use of the sub- 
system “Risk evaluation. Risk of uncontrollable devel- 
opment of situations” of the software tools “Complex for 
evaluating quality of production processes”. The list of 
dangerous factors (threats), controllable parameters and 
proactive actions at grain storage in real conditions is 

resulted in Table 1 [19]. 
The cleared, dry and non-contaminated grain may be 

stored lost-free some years. However, the insects which 
are present in granaries and round them, occupy grain 
and breed. For example, every 2 months rice weevil 
increases in the number at 15 - 45 times at temperature 
from 20˚С to 25˚С. If in batch of wheat in weight 1000 
tons contamination reaches 16 bugs on 1 kg of grain, 
losses are expected more than 5 %. The grain polluted by 
wreckers and products of their vital functions (ex- 
crements, dead bodies, uric acid, etc.), becomes toxic. It 
cannot be used for the food purposes. Therefore we will 
consider security of grain from insects, believing within 
the example, that exactly the main dangers are from 
them. 

Let’s a frequency of latent occurrence of critical sit- 
uations during hot months is often not less than 1 time a 
day (i.e. every day at air temperature above 12˚С 
infection or the further damage of grain is possible). Our 
consideration: at 12˚C - 15˚С a duration of insects de- 
velopment (for example, weevil) is 141 - 376 days, and 
in a laying from 300 to 600 eggs a cycle of development 
is 1.5 - 2 months. In the conditions of cooling of grain 
below a temperature threshold of insects development 
(more low than 10.2˚С) their pairing, eggs putting off 
and development of all stages stop. Insects become in- 
active and almost do not eat. Long stay of insects at such 
temperature leads to their slow extinction. Besides, hu- 
midity maintenance at a level of 13% - 15% also pro- 
motes extinction of insects. 

Thus, input for modelling is defined: frequency of 
latent occurrence of critical situations—from 1 time a 
day to 1 time a week; mean time of danger source 
activation—1.5 months; time between diagnostics of 
system integrity (analysis of temperature and humidity)—  
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Table 1. The list of dangerous factors, controllable parameters and proactive measures at grain storage. 

Dangerous factors (threats) Controllable parameters Proactive measures 

Biological: 

- microorganisms; 

-contamination of grain stocks by 
insects 

Grain, spoilt as a result of self-warming and 
growing mouldy. 

Insects and pincers, a dung of rodents. 

Observance of requirements of the standard 
documentation on grain storage. 

Complex of practical and exterminating 
measures against insects. 

Chemical: 

- mycotoxins; 

-products of fats oxidation in grain (free 
fat acids, aldehydes, ketones, 
peroxides); 

-harmful products of vital functions  of 
grain wreckers; 

- pesticides 

The content of the spoilt and damaged grains as a 
result of microbiological spoiling. 

Organoleptic indicators (colour, a smell), and also 
the content of the beaten and brought down grains. 

Total density of pollution by live and dead wreckers,  
no more than 15 copies /kg. 

Residual quantities. 

Observance of the general sanitary norms. 

Observance of regulations for pesticides use and 
terms of grain endurance after processing. 

Decrease of storage temperature to low positive 
temperatures of air. 

Observance of the instruction for pest control. 

Observance of requirements to grain after 
desinsection. 

Physical: 

-extraneous subjects, casual and weed 
impurity; 

-grain temperature and humidity 

Rough, large and casual impurity. 

Stable temperatureand humidity 

Grain clearing on separators. 

Regular cooling of grain to low positive 
temperature (no more 10˚С). 

Observance of the requirements of the general 
technological regulations 

 

 

Figure 21. Comparisons of risks to lose efficiency. 
 
1 hour; duration of diagnostic, including recovery time— 
1 hour.  

It is enough to predict a risk of uncontrollable devel- 
opment of situations with grain storage. The results of 

modelling for the period from 1 year to 6 years have 
shown the following.  

If a frequency of latent occurrence of critical situations 
is 1 - 2 times a day, risk of uncontrollable development 
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of situations within a year will grow from 0.28 to 0.47, 
and during 2-years period it can exceed 0.5—see Figure 
22 left. 

These results can be interpreted so: if storage con- 
ditions daily promote occurrence of insects, then for a 1 - 
2 years grain quality loss is possible at the same degree 
as preservation of quality. Thus the next conclusion is 
right: the accepted conditions of grain storage in a gra- 
nary leads to inadmissible damages. For prevention such 
danger scenario the following basic requirements [19] 
should be performed: a smell unusual for grain should 
not be felt; isolation from dampness and from penetration 
of subsoil waters should be provided; grain-elevator 
should not have unfixed vertical and horizontal joints; 
doors should be densely closed, floors and walls should 
be smooth, without cracks, roofs—in a serviceable con- 
dition; fixtures should be protected by protective caps 
with grids; inlet of active ventilation should be densely 
closed preventing a penetration of an atmospheric pre- 
cipitation, etc. 

Performance of these requirements conducts to de- 
crease a frequency of latent occurrence of critical situa- 
tions in granaries. Further we will answer the ques- 
tion-what about risk in conditions of more rare occur- 
rences of critical situations? And, on the contrary, what 
the level of a frequency of latent occurrence of critical 
situations can be considered as admissible for granaries?  

Results of modelling show: if frequency of latent oc- 
currence of critical situations will be 1 - 2 times a week, 
risk of uncontrollable development of situations within a 
year will grow from 0.05 to 0.09, i.e. the risk decreases 
in 5 - 7 times! (Against the level from 0.28 to 0.47), and 
within 6 years risk will make 0.25 - 0.43 (it is better, than 
risk within a year when frequency of latent occurrence of 
critical situations is 1 - 2 times a day!)—see Figure 22 
right. These results can be interpreted so: if storage con- 
ditions prevent from occurrence of insects with the fre- 
quency more often, than once a week, probability of pre- 
servation of grain quality within 3 - 6 years exceeds 
probability of quality loss in 3 - 5 times! 

The results of modelling are quantitatively confirmed 
by results of long-term researches of the Russian Re- 
search Institute of Grain [19]. According to these re- 
searches experimental batches of grain wheat met to 
standard requirements of class grain has been kept within 
6 years without deterioration in dry, cleared and the co- 
oled condition. Moreover, the received values of risk can 
define admissible quality for grain storage. Indeed, new 
recommended result is: the admissble risk of uncontrol- 
lable development of situations should not exceed 0.10 
for 1 year and 0.25 for 6 years of grain storage. It is 
comparable with the results of example 4 concerning 
other sphere of models applications. 

Example 6 (Estimation of control and monitoring for 
 

Frequency of latent occurrence of critical 
situations is from 0.5 to 2 times a day

Risk of uncontrollable development of situations 
within a year will grow from 0.28 to 0.47, and 

during 2 years period it can exceed 0.5 

Frequency of latent occurrence of critical 
situations is from 0.5 to 2 times a week

If storage conditions daily promote 
occurrence of insects, then for 1-2 years 
grain quality loss is possible at the same 

degree as preservation of quality

Period for  forecasting is from 1 to 4 years Period for  forecasting is from 1.5 to 6 years

Such conditions of grain 
storage in a granary 

leads to inadmissible 
damages !

Risk within a second year will grow  from 0.05 to 
0.09, i.e. the risk decreases in 5 -7 times if  
frequency of latent occurrence of critical 

situations decreases in 7 times  (from  the level 
0.5-2 times a day to 0.5-2 times a week)! 

This dependence means: 
if storage conditions prevent from occurrence 
of insects with the frequency more often, than 

once a week, probability of preservation of 
grain quality within 3-6 years exceeds 
probability of quality loss in 3-5 times !

 

Figure 22. Some detail results of modelling and analysing. 
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railroad tracks). Geological, ecological, technical, me- 
chanical, information and other factors can impact on 
system operation. From a general point of view these 
factors can be divided in the following groups: pressure 
on the railroad tracks from surrounding soils, lateral earth 
movements; soil erosion and vegetation impact (for ex- 
ample, in jungle area); thermal effects; slope instability 
of the railroad tracks right-of-way; defects or deforma- 
tions in the railroad tracks; the failures of integration; 
mechanical bumps etc.  

After an analysis of the accident statistics we can as- 
sume the main characteristics to have following values: 
the frequency of critical situations is 3 events per year, 
the mean time of situation evolution before damaging is 
1 hour. The railroad tracks integrity is confirmed on the 
central control station once in a day while the dispatcher 
shifts are changed. The system integrity control includes 
the monitoring of information from SCADA system and 
other automatic facilities such as data from leak detection 
integrated system, intelligent electronic devices and oth- 
ers. Duration of integrity control is 1 hour on average. A 
dispatcher can misunderstand the results of monitoring of 
the pipeline condition and do not start actions to control 
critical situation opportunely as required. Taking into 
account dispatcher personnel training degree and auto- 
matic decision support on the statistics we assume the 
mean time between mistakes for the shift of monitoring 
to be 1 week or more. The task is to estimate the risk of 
uncontrolled situation evolution for a time period of 1 
month, 1 year, and 10 years in give conditions.  

Approach to solution. Input data are determined for 
evaluation the risk during a time period of 1 month 
(columns 1, 4), 1 year (columns 2, 5), and 10 years (col- 
umns 3, 6); for easy recoverable critical situations with 
time period of integrity control and recovery of 1 hour 

(columns 1-3) and for severe critical situations with time 
period of integrity control and recovery of 10 days (col- 
umns 4-6). Results of analysis see on Figure 23.  

The risk of uncontrolled situation evolution is high 
enough (more than 0.6 during a year). To decrease the 
risk the mean time between mistakes for the dispatcher 
personnel should be increased, the time of carrying out 
control and repairing damages should be shorten to sev- 
eral days or even hours. 

Example 7 (Reliability of engineering equipment 
for enterprise objects). Let prediction of operation reli- 
ability of computer-aided engineering equipment against 
usual non-automated engineering equipment is needed 
for the stages “Concept” and “Development”. An esti- 
mated object (for instance, the center of information pro- 
cessing and storage) includes power supply subsystem, 
an air conditioning subsystem, supported by 2 sources of 
an uninterrupted supply and a server, supported by 1 sou- 
rce of an uninterrupted supply and disks for information 
storage, supported also by 2 sources of an uninterrupted 
supply. In turn, the power supply subsystem includes the 
switchboards, supporting by 2 sources of an uninter- 
rupted supply. All listed above engineering equipment is 
supported by 2 engine-generating installations.  

Approach to solution. Within the example two sub- 
systems are allocated (see Figure 24): subsystem 1—the 
city power supply formalized as basic and reserve sub- 
systems; subsystem 2—an object fragment. It is sup- 
posed, that reliability of the object operation during given 
period is provided, if “AND” in 1st subsystem “AND” in 
2nd subsystem there will be no power supply infringe- 
ments.  

The analysis of modelling shows, that, at estimated 
technology of the control, monitoring and integrity re- 
covery the MTBF for computer-aided engineering  

 

 

Figure 23. Dependency of the risk for 1 year as input data varying in the range of -50% +100% (variant 5: period of integrity 
control and recovery =10 days). 
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Figure 24. Logic model (PSS—power supply subsystem, 
ACS—air conditioning subsystem, SUS—source of an un- 
interrupted supply, EGI—engine-generating installation). 
 
equipment will equal to 42219 hours. The probability of 
reliable object operation within a year equals to 0.828. In 
turn, for usual non-automated engineering equipment 
(there is no the monitoring implemented for computer- 
aided engineering equipment) efficiency characterized by 
estimations on Figure 25. 

For usual non-automated engineering equipment the 
MTBF will make 16,196 hours (it is at 2.44 time less, 
than for computer-aided engineering equipment that uses 
monitoring), and the probability of reliable object opera- 
tion within a year equals to 0.649 (at 1.26 time less, than 
for computer-aided engineering equipment). Moreover, 
without automation for 2 years the probability of at least 
one failure (0.52) exceeds probability of reliable opera- 
tion (0.48). Against this the probability of reliable object 
operation within 2 years for computer-aided engineering 
equipment is more at 1.5 times and will not fall low than 
0.7. Attention, please, results are comparable with the 
results of examples 4-6 concerning other spheres of mod- 
els applications. 

Example 8 (the estimations of flights safety before 
and after 09/11) [3-4,10-11]. From the modelling point 
of view a flying airplane is a protected system operating 
in conditions of threats to its integrity during the flight. 
What about risk to lose complex safety before and after 
09/11? And what about efficiency of additional measures 
for counteractions?  

Approach to solution. For the existing before 09/11 
safety system consisted the next main barriers: pass and 
inter-object modes in aerodromes and centers of air traf- 
fic control; preflight examination and control of passen- 
gers and their luggage during the registration; preflight 
examination before boarding; a lock-up door to the cock- 
pit; an on-line warning about a highjacking (this barrier 
is critical if terrorists try to hide the fact of highjacking). 

The results of modelling are the next: before 09/11 in 
Russia and the USA the risk to lose complex safety 
against trained terrorists estimated about 0.47 - 0.48, i.e. 

every second prepared terrorist act comes true. The bot- 
tlenecks were a weak protection of a cockpit and absence 
of active opposing measures on board an airplane (see 
Figure 26). 

How the level of the safety may be increased by meas- 
ures, listed on Figure 27? As in a cabin may be accom- 
plices able to repeat the high-jacking after an additional 
preparing there must be provided ways of compulsory 
keeping of suspicious passengers on their seats till the 
emergency landing. All the listed measures seem to be 
effective but how effective are they quantitatively? It is 
impossible to make a variety of natural experiments. We 
use the offered mathematical models. 

Analysis of modelling results has shown, that after 
implementation of the described measures the integrated 
risk to lose complex safety of flight during 5 hours of 
flight against terrorist threats is equal to 0.000004. And if 
duration of threats will be increased to 5 days the risk 
raises from 0.000004 to 0.002. The last can be com- 
mented by the next interpretation: safety will be achieved 
in 998 cases from thousand hypothetical terrorist attacks. 
Even taking into account an essential error of initial sce- 
narios and preconditions it is an obvious indicator of high 
efficiency of additional safety measures according to 
“precedent” principle! Still it is not a victory. It is clear 
that the first failures will make terrorists to analyze their 
causes and find new bottlenecks of the safety system thus 
continuing the counteraction. This counteraction will be 
ended when there are taken proactive measures which 
effectiveness is based on modelling. 

Example 9 (Protection against an unauthorized ac- 
cess). We will consider the approach to an estimation of 
IS protection against an unauthorized access (UAA) and 
information confidentiality. A resources protection from 
UAA is a sequence of barriers. If a violator overcomes 
these barriers he gets access to IS information and/or 
software resources. In the Table 2 there are shown sup- 
posed characteristics of barriers and mean time of their 
overcoming by a specially trained violator (real values of 
such characteristics may be drawn as a result of actual 
tests or use of other models). It is required to estimate IS 
protection against UAA. 

Approach to solution. The analysis of computed de- 
pendencies (see Figure 28 left) shows the next. The bar- 
riers 1-3 will be overcome with the probability equal to 
0.63. However, monthly password changing for barriers 
4-6 allows to increase the protection probability from 
0.37 to 0.94 but the level of IS protection (the first six 
barriers) is still low. The introducing of 7-9 barriers is 
useless because it does not practically increase the level 
of IS protection. The use of cryptography allows to in- 
crease the level of IS protection to 0.999. This is prob- 
ability for all time of IS operation (i.e. about 20 - 30 years). 
It is possible to establish a conclusion, that with the use 

Copyright © 2013 SciRes.                                                                                AJOR 



A. KOSTOGRYZOV  ET  AL. 238 

 

For computer-aided engineering equipment 

42219 
hours

MTBF

MTBF

16196 
hours

For subsystems For system

For subsystems For system

0.649

0.828

Probability of reliable object 
operation within a year 

Probability of reliable object 
operation within a year 

For usual non-automated engineering equipment

For subsystems For system

For subsystems For system

Dependence of probability  
from period of forecasting 
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1.5 times
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It will not 
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than 0.7

 

Figure 25. Results of modelling engineering equipment. 
 

 

Figure 26. Risk to lose complex safety against terrorists. 
 
of cryptographic devices the achieved protection level 
exceeds similar level of reliability and safety for proc- 
esses from examples above. But according to “prece- 
dent” principle this level of protection can’t be recom- 
mended as high for every cases. 

Let’s look on example condition more widely. The vi-
olator is interested in certain IS resources during a given 

period of time. This period is called the period of objec- 
tive confidentiality. Let’s information confidentiality 
should be provided within 7 days. Figure 28 (right) 
shows how this period influences on protection: in com- 
parison with the results above the use of the first 5 bar- 
riers provides confidentiality during 7 days on the level 
0.98 which is more higher than protection by the 9 barriers 
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Table 2. Input for modeling. 

Barrier 
The frequency of barrier 
parameter value changes

The mean time of the 
barrier overcoming 

Possible way of the barrier overcoming 

1. Guarded territory Every 2 hours 30 min. Unespied penetration on the territory 

2. Admission system for coming into 
office 

Once a day 10 min. Documents forgery, fraud 

3. Electronic key for powering the  
computer 

Every 5 years (MTBF = 
5 years) 

1 week Theft, collusion, forced confiscating 

4. Password to login Once a month 1 month 
Collusion, forced extortion, spying, password 
decoding 

5. Password for access to devices Once a month 10 days 
Collusion, forced extortion, spying, password 
decoding 

6. Password for requesting information 
resources 

Once a month 10 days 
Collusion, forced extortion, spying, password 
decoding 

7. Registered device for information 
recording 

Once a year 1 day Theft, collusion, forced confiscating 

8. Confirmation  of user authenticity 
during a computer session 

Once a month 1 day Collusion, forced extortion, spying 

9. Television monitoring 
Once a 5 years 

(MTBF = 5 years) 
2 days Collusion, disrepair imitation, force roller 

10. Cryptosystem 1 key a month 2 years Collusion, deciphering 

 

 

Figure 27. Additional measures for counteractions. 
 
(0.946—see Figure 28 left); the use of all the 10 barriers 
provides the required confidentiality on the level 0.99997. 
It eliminates the customer’s risk in providing system 
protection. It explains the role of a considered period of 
objective confidentiality. Its consideration allows to un- 
derstand, that real protection of resources during 7 days 
is essentially higher—0.99997 against 0.999!  

And what about safety of complex system, including 
head subsystem and two used subsystems 2 and 3 (see 
Figure 29)? A frequency of threats is no more than 1 
time at hour, average time for system recovery is no 

more than 30 minutes. It is required to predict quantita- 
tively the level of safety within month and year system 
operation and to reveal its bottlenecks.  

Results of modelling are reflected on Figure 30. With 
monitoring and control within a month all barriers are 
overcame with probability 0.9, and within a year—with 
probability 0.43. Without monitoring and control these 
probabilities decrease to level 0.83 and 0.29 accordingly. 
Monitoring is ineffective for example conditions. 

Following recommendations are obvious: for safe sys- 
tem operation it is expedient, that all subsystems are 
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6. Password for requesting 
Information resources
7. Registered device for 
information recording
8. Confirmation  of user 
authenticity during a computer 
session
9. Television monitoring
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Figure 28. Comparison of protection levels. 
 

 

Figure 29. Input for modelling complex safety. 
 
strong equally. The technology of safety maintenance in 
emergency case is necessary. Recommendations are 
supported by the offered mathematical models. 

Example 10 (Predicts of risks for complex multi- 

purpose system). Let’s consider a hypothetic multipur- 
pose system which formally composed from functional 
system—similar, for instance, to system of non-destroy- 
ing control, pipes manufacture and use or foods presser- 
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vation (from examples 2, 4 and 5), gathering and data 
processing system (similar to SCADA-system from ex- 
ample 3), system of control and monitoring for railroad 
tracks (from example 7), system of engineering equip- 
ment for enterprise object (from example 7), system of 
protection against UAA (from example 9). “The human 
factor” is considered in the parameters of control, moni- 
toring and integrity recovery measures for corresponding 
elements. It is supposed, that a required integrity of sys- 
tem is not lost, if during given time a required integrity is 
not lost by all subsystems: “AND” by 1st subsystem, 
“AND” by 2nd subsystem, “AND” by the last 6th sub- 
system (the logic illustrated by Figure 31). It is required 
to predict risk to lose integrity during years of system 
operation and estimate the measures of risk management, 
including the periodic control and, where it is possible, 
continuous monitoring of integrity of components. 

Approach to solution. The input for subsystems 1-6 is 
described in examples 2-7, 9. The general results of com- 
plex prediction of risk are reflected by Figure 32. Analy- 
sis of results shows, that integrated risk to lose system 
integrity of system within operational 2 years is 0.27. 

And for subsystems 1-6 this risk differs from 0.01 to 
0.12. 

The dependence of integrated risk on time of predict- 
tion (from 1 to 4 years) is reflected by Figure 33. Analy- 
sis of results shows, that the integrated risk to lose sys- 
tem integrity is changing from 0.11 to 0.67 (with using of 
measures of the periodic control and where it is possible, 
monitoring of elements operation).  

The general logic proposition is right for a given pe- 
riod of prediction: as a rule, the risk to lose system integ- 
rity increases in depending on increasing time period. 
But there are the features demanding a logic explanation. 
Serrated and nonmonotonic character of dependence on 
Figure 33 is explained by the periodic diagnostics of ele- 
ments, monitoring presence or absence and their quanti- 
tative values (see subsection 3.2). Let’s remind: for every 
monitored element a penetration of a danger source and 
its activation is possible only if an operator-monitor 
makes an error but a dangerous influence occurs if the 
danger is activated before the next diagnostic. Otherwise 
the source will be detected and neutralized. Immediately 
after element diagnostic the risk decreases because dur- 

 

For safe system operation it is expedient, that all subsystems were strong equally. In an investigated example
implemented monitoring and control are ineffective. The technology of maintenance of information security in 

case of emergency is necessary
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Figure 30. The results of prediction and analysis. 
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Subsystem 2 -
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Figure 31. The results of prediction and analysis. 
 

Risk to lose required integrity of 
system during 2 years equals to 0.27

0.27

0.05
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0.01
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Figure 32. Risk to lose integrity for multipurpose system. 
 
ing diagnostic all dangers are detected and neutralized 
and at the beginning of a period after diagnostic danger- 
ous influences don’t have enough time to accumulate and 
be activated. Nonetheless, there is a lack of protection 
accumulated for the previous full periods that’s why the 
risk doesn’t decrease to 0 for every element. By the mid- 
dle of a period between neighboring diagnostics there is 
an increase of the calculated risk because new danger 
sources can begin to influence. Moreover, for the longer 
period of prediction monitoring possibilities are weaken, 

thereby the moment of operator error comes nearer. And, 
if on timeline the following diagnostic does not come yet, 
risk increases. Similar effects paradoxes are explained— 
for example, that risk to lose integrity during 2.96 years 
(0.58) is more, than risk during more long time—3.12 
years, 58 days longer (0.57). One more effect of model- 
ling: if to do prediction not for 2.04 years, and for 2 
weeks longer (2.08 years, i.e. 2% longer period) the ex- 
pected risk to lose system integrity increases from 0.28 to 
0.36. This is higher on 28%! These results of modelling 
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Possibilities of periodic diagnostics and monitoring should be 
used for developing effective proactive counter-measures  
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integrity during 2.96 years is 
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(0.58 against 0.57)

0.28

2.04 2.08

If to do forecasting not for 2.04 
years, and for 2 weeks longer 
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0.36. This is higher on 28 %! 

For the longer period of 
forecasting monitoring 

possibilities are weaken, thereby 
the moment of operator error 
comes nearer. If the following 

system diagnostic does not come 
yet, risk increases

28%

 

Figure 33. Integrated risk to lose integrity of system within operational 1 - 4 years. 
 
should serve as a substantiation for development of pre-
dicting counter-measures to optimize quality and risks by 
criterias of Section 4. Indeed, on the basis of a rational 
choice of parametres for technologies of the control, 
monitoring and integrity recovery an optimization of 
processes offered in the work is possible. 

6. Conclusion 

The presented models, methods and software tools, al- 
lowing to predict quality and risks according to system 
requirements of standards, are real levers to analyze 
processes in system life cycle. The criteria for optimiza- 
tion are maximization of a prize (profit, a degree of qual- 
ity or safety, etc.) at limits on expenses or minimization 
of expenses at limits on a comprehensible degree of 
quality and-or safety or their combination. As a result of 
adequate modelling more deep and extend knowledge of 
system operation allows the customer to formulate 
well-reasoned system requirements. And it is rational to 
developer to execute them without excessive expenses of 
resources, and to the user—as much as possible effec- 
tively to implement in practice the incorporated power of 
system. The investigated practical examples demon- 
strated models possibilities to use principle of “precedent 
cases” for definition the justified levels of acceptable 
quality and admissible risks. For complex systems the 
proposed results help to answer the questions “What ra- 
tional measures should lead to estimated effect without  

waste expenses, when, by which controllable and uncon- 
trollable conditions and costs?” and allow to go “from a 
pragmatical filtration of information to generation of the 
proved ideas and effective decisions”. The effect from 
implementation in system life cycle is commensurable 
with expenses for system creation. 
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