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Abstract

In this paper we discuss how to maintain the signature representation of a coherent system through a minimal repair redundancy. In a martingale framework we use compensator transforms to identify how the components minimal repairs affect the order statistics in the signature representation.
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1.Introduction

The signature of a coherent system, as in [1], with independent and identically distributed component lifetimes, as defined by Samaniego, [2], is a vector whose i-th coordinate is the probability that the I-th component failure is fatal for the system.

The key feature of system signatures that makes them broadly useful in reliability analysis is the fact that, in the context of independent and identically distributed (i.i.d.) absolutely continuous components lifetimes, they are distribution free measures of system quality, depending solely on the design characteristics of the system and independent of the behavior of the systems components.

A detailed treatment of the theory and applications of system signatures may be found in Samaniego, [2]. This reference gives detailed justification for the i.i.d. assumption used in the definition of system signatures. By the way there are a host of applications in which the i.i.d. assumption is appropriate, ranging from batteries in lighting, to wafers or chips in a digital computer to the subsystem of spark plugs in an automobile engine.

Formally the definition is:

Let $T$ be the lifetime of a coherent system of order $n$, with component lifetimes $T_1,\ldots, T_n$, which are independent and identically distributed random variables with absolutely continuous distribution $F$. Then the signature vector is defined as

$$\alpha = (\alpha_1, \ldots, \alpha_n) \quad (1)$$

where $\alpha_i = P(T = T_i)$ and the $\{T_i, 1 \leq i \leq n\}$ are the order statistics of $\{T_i, 1 \leq i \leq n\}$.

Clearly, under such conditions, $\{T = T_i, 1 \leq i \leq n\}$ is an almost sure (P-a.s.) partition of the probability space, with probability $P$, and

$$P(T \leq t) = \sum_{i=1}^{n} P(T = T_i) P(T_i \leq t | T = T_i)$$

$$= \sum \alpha_i P(T_i \leq t) \quad (2)$$

Samaniego [3], Kochar, et al. [4] and Shaked and Suarez-Llorens [5], extended the signature concept to the case where the components lifetimes $T_1,\ldots, T_n$, of a system are exchangeable (i.e. the joint distribution function, $F(t_1,\ldots,t_n)$, of $(T_1,\ldots,T_n)$ is the same for any permutation of $(t_1,\ldots,t_n)$), an interesting and practical situation in reliability theory.

Concerning an improvement to system reliability, in its signature representation, through a redundancy operation of its components, and in view of the identically (exchangeable) distribution component lifetimes conditions, to maintain a system with its structural relation $P(T \leq t) = \sum \alpha_i P(T_i \leq t)$, we choose to apply the minimal repair redundancy. Intuitively the minimal repair redundancy gives to component $i$ an additional lifetime as it had just before the failure. Clearly, in the case of independent component lifetimes the whole system is returned to the state it had just before the failure.

A minimal redundancy of a lifetime $T$ produces the sum $T + S$ where $S$ is called spare lifetime and

$$P(S > t | T = s) = P(T > t + s | T > s) \quad (3)$$
If the distribution function of $T$ is $F(t) = 1 - \bar{F}(t)$, the resulting lifetime $T + S$ has the distribution function $P(T + S \leq t) = 1 - P(T + S > t)$, where

$$P(T + S > t) = P(T > t) + \int_0^t P(T + S > t | T = s) dF(s)$$

$$= \bar{F}(t) - \bar{F}(t) \ln \bar{F}(t)$$

However in the context of system signature the approach of minimal repairs is not so clear: What are the effects of the independent (exchangeable) component lifetimes minimal repair in the ordered statistics and in the signatures itself? To answer such a question we consider dynamics signatures, as in a recent work by Bueno [6], in a general set up, under a complete information level, where the dependence (exchangeability) can be considered and the redundancy operations can be set through a compensator transform.

2. Dynamic System Signature

We consider, as in [6], the system evolution on time under a complete information level. In this fashion, if the components lifetimes are absolutely continuous, independent and identically distributed, the expected dynamic system signature enjoy the special property that they are independent of both the distribution $F$ and the time $t$. This fact has significance beyond the mere simplicity and tractability of the signature vector, reflect only characteristics of the corresponding system design and may be used as proxies for system designs in the comparison of system performance. Also the dynamic system signature actualizes itself under the system evolution on time recovering the dynamical system signature in the set $\{T_{(i)} \leq t < T_{(i+1)}\} \cap \{T > t\}$, as in Samaniego et al. [7] and the original coherent system signature in the set $\{T_{(i)} \leq t\}$ as in [2].

In our general setup, we consider the vector $T_1, \ldots, T_n$ of component lifetimes which are finite and positive random variables defined in a complete probability space $(\Omega, \mathcal{F}, P)$, with $P(T_i \neq T_j) = 1$, for all $i \neq j, j$ in $E = \{1, \ldots, n\}$, the index set of components. The lifetimes can be dependent but simultaneous failure are ruled out.

In what follows, to simplify the notation, we assume that relations such as $\leq, =, \leq, <, >$ between random variables and measurable sets, respectively, always hold with probability one, which means that the term P-a.s., is suppressed.

The evolution of components in time define a marked point process given through the failure times and the corresponding marks.

We denote by $T_{(1)} < T_{(2)} < \cdots < T_{(n)}$ the ordered lifetimes $T_1, T_2, \ldots, T_n$, as they appear in time and by $X_i = \{j: T_{(i)} = T_j\}$ the corresponding marks. As a convention we set $T_{(0)} = -\infty$ and $X_{(0)} = -\infty$. Where $e$ is a fictitious mark not in $E$. Therefore the sequence $\{T_{(i)}, X_{(i)}\}$ defines a marked point process.

The mathematical formulation of our observations is given by a family of sub $\sigma$-algebras of $\mathcal{F}$, denoted by $(\mathcal{F}_t)_{t \geq 0}$, where

$$\mathcal{F}_t = \sigma\{1_{[T_{(i)} < t]}, 1_{[T_{(i)} > t]}, X_i = j, 1 \leq j \leq n, j, i \in E, 0 \leq s < t\}$$

(5)

(5) satisfies the Dellacherie ([8]), conditions of right continuity and completeness, and $T$ is the system lifetime

$$T = \min_{1 \leq j \leq k} \min_{i \in K_j} T_{(i)}$$

where $K_j$, $1 \leq j \leq k$ are minimal cut sets, that is, a minimal set of components whose joint failure causes the system fail.

Intuitively, at each time $t$ the observer knows if the events $\{T_{(i)} \leq t, X_i = j\} \cap \{T \leq t\}$ have either occurred or not and if they have, he knows exactly the value $T_{(i)}$ and the mark $X_i$. We assumed that $T_1, \ldots, T_n$ are totally inaccessible $\mathcal{F}_t$-stopping time. In a practical sense we can think of a totally inaccessible $\mathcal{F}_t$-stopping time as an absolutely continuous lifetime.

The simple marked point process $N_{(i,j)}(t) = 1_{[T_{(i)}=t, X_{(i)}=j]}$ is an $\mathcal{F}_t$-submartingale and from the Doob-Meyer decomposition we know that there exists a unique $\mathcal{F}_t$-predictable process $\{A_{(i,j)}(t)\}_{t \geq 0}$, called the $\mathcal{F}_t$-compensator of $N_{(i,j)}(t)$, with $A_{(i,j)}(0) = 0$ and such that $N_{(i,j)}(t) - A_{(i,j)}(t)$ is an $\mathcal{F}_t$-martingale. $A_{(i,j)}(t)$ is absolutely continuous by the totally inaccessibility of $T_i$, $1 \leq i \leq n$. We also define the lifetime $T_{(i)}$ through its process

$$F_{(i)}(t) = P(T_{(i)} \leq t | \mathcal{F}_t) = P(T_{(i)} \leq t, X_i = j | \mathcal{F}_t)$$

(7)

The compensator process is expressed in terms of the conditional probability, given the available information and generalize the classical notion of hazards. Intuitively, this corresponds to producing whether the failure is going to occur now, on the basis of all observations available up to, but not including, the present.

As $N_{(i,j)}(t)$ can only count on the time interval $[T_{(i-1)}, T_{(i)}]$, the corresponding compensator differen
tial $dA_{ij}(t)$ must vanish outside this interval. To count the $i$-th failure we let $N_{ij}(t) = \sum_{j=1}^{n} N_{ij}(t)$ with $\mathcal{Z}_i$ -compensator process $A_{ij}(t) = \sum_{j=1}^{n} A_{ij}(t)$. The $\mathcal{Z}_i$ -compensator of $N_{ij}(t) = 1_{[\tau_i, \infty]}$, corresponding to the $j$-th components lifetime is $A_{ij}(t) = \sum_{j=1}^{n} A_{ij}(t)$.

Follows that the $\mathcal{Z}_i$ -compensator of $N(t) = \sum_{i=1}^{n} N_{ij}(t)$ is

$$A(t) = \sum_{i=1}^{n} \sum_{j=1}^{n} A_{ij}(t) 1_{[\tau_i, \infty]}$$

which is an $\mathcal{Z}_i$ -predictable process and therefore unique (see Bremaud ([9])).

Conveniently, we define the critical level of the component $j$ for the $i$-th failure, $Y_{ij}(t)$, as the first time from which onwards the failure of component $j$ lead to system failure at $\{ T = T_{ij} X_i = j \}$. We consider the $\mathcal{Z}_i$ -compensator process $(A_i(t))_{t \geq 0}$ of the point process $N_i(t) = 1_{[\tau_i, \infty]}$, of the system lifetime $T$, such that $N(t) - A(t)$ is an zero martingale with $P(T \leq t) = E[N_i(t)] = E[A_i(t)]$. Bueno [6], proves the following results:

**Theorem 2.1.**

Under the above notation, in the set $\{ T > t \}$, the $\mathcal{Z}_i$ -compensator of $N_i(t) = 1_{[\tau_i, \infty]}$, is

$$A_i(t) = \sum_{j=1}^{n} \sum_{j=1}^{n} \left[ A_{ij}(t) - A_{ij}(Y_{ij}(t)) \right] 1_{[\tau_i, \infty]}$$

where $a^+ = \max \{ a, 0 \}$.

**Theorem 2.2.**

Let $T$ be the lifetime of a coherent system of order $n$, with component lifetimes $T_1, \ldots, T_n$, which are independent and identically distributed with continuous distribution $F$. Then,

$$P(T \leq t | \mathcal{Z}_i) = \sum_{j=1}^{n} \beta_j 1_{[\tau_j, \infty]}$$

where

$$\beta_j = \frac{P(T = T_{(j)})}{P(T \geq T_{(j)})} = \frac{P(T = T_{(j)})}{P(T \geq T_{(j-1)})}$$

with $T_{(0)} = 0, T_{(n+1)} = \infty, \beta_j \geq 0$ and $\sum_{j=1}^{n} \beta_j = 1$.

**Definition 2.5.**

Let $T$ be the lifetime of a coherent system of order $n$, with component lifetimes $T_1, \ldots, T_n$, which are independent and identically distributed random variables with absolutely continuous distribution $F$. Then the dynamic signature vector $\beta$ is defined as

$$\beta = (\beta_1, \ldots, \beta_n)$$

where $\beta_j = \frac{P(T = T_{(j)})}{P(T \geq T_{(j)})} - \frac{P(T = T_{(j-1)})}{P(T \geq T_{(j-1)})}$ and the $T_{(i)}$ are the order statistics of $T_i, 1 \leq i \leq n$. 

Remarks 2.3.

i) In the case of independent and identically distributed lifetimes we have

$$P(T \leq t | \mathcal{Z}_i) = \sum_{j=1}^{n} \frac{P(T = T_{(j)})}{P(T \geq T_{(j)})} 1_{[\tau_j, \infty]}$$

ii) Clearly, it is not seemingly true to think the general case of dependent components in the signatures context. However, as Nava et al., [10], asked, it is plausible to analyse the case of dependent and identically distributed lifetimes (any way, it holds true for exchangeable distribution). In this case we have

$$P(T \leq t | \mathcal{Z}_i) = \sum_{j=1}^{n} \frac{P(T = T_{(j)})}{P(T \geq T_{(j)} \mathcal{Z}_i)} 1_{[\tau_j, \infty]}$$

Clearly, in the case of exchangeability, the expression in i) is holding.

**Corollary 2.4.**

Let $T$ be the lifetime of a coherent system of order $n$, with component lifetimes $T_1, \ldots, T_n$ which are independent and identically distributed with continuous distribution $F$. Then,

$$P(T \leq t | \mathcal{Z}_i) = \sum_{j=1}^{n} \beta_j 1_{[\tau_j, \infty]}$$
Remarks 2.6.

We observe that

\[ P(T = T_{(j)}) = \sum_{j=1}^{n} P[Y_{(j)} \leq T_{(j)} < T] \]
\[ = \sum_{j=1}^{n} P[Y_{(j)} \leq T_{(j)} < T] = \sum_{j=1}^{n} P(Y_{(j)} \leq T_{(j)} < T) \]
\[ = \sum_{j=1}^{n} [F_{(j)}(T) - F_{(j)}(Y_{(j)})] \]

(16)

3. Minimal Repair and System Signature

It is well known that there exists a bijective relation between the space of all distributions functions and the \( \mathfrak{S} \) -compenators space characterized by the so called Doléans exponential equation

\[ \mathcal{F}(t) = e^{-\mathcal{A}(t)} \pi(1 + \Delta \mathcal{A}(s)) \]

(17)

where \( \mathcal{A}(t) \) is the continuous part of \( \mathcal{A}(t) \) and \( \Delta \mathcal{A}(t) = \mathcal{A}(t) - \mathcal{A}(t) \) is its discrete part. Therefore, to detect the effects of the independent (exchangeable) lifetimes component minimal repairs in the ordered statistics and in the signatures \( \beta_{i} \) itself, we are going to consider the minimal repair operation through compensator transform, as in Bueno [11].

3.1. The First Minimal Repair Operation

We are concerning with an improvement of the component lifetime \( T_{i} \) through a transformation of the \( \mathfrak{S} \) -compensator process \( A(T) \) of the counting process \( N_{i}(t) = \mathbb{1}_{[T_{i},\infty]}(t) \). The compensator process transform is in the form

\[ B_{i}(t) = \int_{0}^{t} \delta_{i}(s)\,dA_{i}(s), \quad 1 \leq i \leq n \]

(18)

where \( \{ \delta_{i}(s) \}_{s} \geq 0 \) is an \( \mathfrak{S} \) -predictable process. Clearly, if \( 0 < \delta_{i}(s) < 1 \), the hazard process \( \delta_{i}(s)\,dA_{i}(s) \) is lower than the hazard process \( dA_{i}(s) \) and we understand such improvement of the components \( i \) lifetime as a redundancy operation. The main tool in this approach is the Girsanov Theorem which proof is in [9](see A2. in Appendix).

In our particular case of minimal repair (see [11]) the compensator transform is in the form

\[ B_{i}(t) = \int_{0}^{t} \frac{A_{i}(s)}{1 + A_{i}(s)}\,dA_{i}(s) = A_{i}(t) - \ln(1 + A_{i}(t)) \]

(19)

in which case

\[ L_{\delta}(t) = \left[ \frac{A_{i}(T_{i})}{1 + A_{i}(T_{i})} \right]^{N_{i}(t)} (1 + A_{i}(t)) \]

(20)

It is remarkable (Norros,[12]) that the continuous components compensator processes at its final points, \( A_{i}(T_{j}), 1 \leq j \leq n \), are independent and identically distributed random variables with standard exponential distribution. This holds no matter how dependent the actual lifetimes are and what the history, as long as simultaneous failures are ruled out. Therefore \( E[A(T)] = 1 \) and we have

\[ L_{\delta} = \frac{dQ_{\delta}}{dP} = A_{i}(T_{i}) \]

(21)

It is well known (Arjas et al.[13]) that \( A_{i}(t) = -\ln \mathcal{F}_{j}(t) \)

(22)

recovering the expression of the first Section.

At this point we can ask how the independent (exchangeable) lifetimes component minimal repairs affects the dependent ordered statistics and the signatures \( \beta_{i} \) itself. We remark that, in the following results, the proofs are heavily based in the fact that \( \mathfrak{S} \) -martingales summation is a \( \mathfrak{S} \) -martingale and the \( \mathfrak{S} \) -compensator is unique.

Lemma 3.1.1.

Let \( A_{i}(t) \) be the \( \mathfrak{S} \) -compensator of \( N_{i}(t) = \mathbb{1}_{[T_{i},\infty]}(t) \)

(23)

where \( T_{i} \) is a totally inaccessible \( \mathfrak{S} \) -stopping time representing the lifetime of the component \( k \). Under the minimal repair transform

\[ B_{i}(t) = \int_{0}^{t} \frac{A_{k}(s)}{1 + A_{k}(s)}\,dA_{k}(s) \]

(24)

the \( \mathfrak{S} \) -compenator of the \( i \)-th failure, \( A_{i}(t) \), under \( Q_{\delta} \), is transformed to

\[ B_{i}(t) = \frac{1}{1 + A_{i}(t)} \]

(25)
Proof
We observe that the \( \mathcal{Z}_i \)-compensator of the \( i \)-th failure is set as:
\[
A(t) = \sum_{j=1}^{n} A_j(t) = 1_{[\tau_i \leq \tau_{i+1}]} \sum_{j=1}^{n} A_{ij}(t)
\] (26)
Also, the component \( \mathcal{Z}_i \)-compensator can be set on the form:
\[
A(t) = \sum_{j=1}^{n} A_j(t) = 1_{[\tau_i \leq \tau_{i+1}]} A(t)
\] (27)
In the case of a minimal repair transformation of the component \( k \), through its \( \mathcal{Z}_i \)-compensator we have:
\[
B_k(t) = \int_0^t A_k(s) \frac{dA_k(s)}{1+A_k(s)} = \sum_{j=1}^{n} A_{ij}(t)
\] (31)
with \( T_{ij} = 0 \).

Therefore, the effect of the component \( k \) minimal repair compensator transform, in the compensator of the \( i \)-th failure is through the \( i \)-th term of the last summation.
\[
B(t) = \int_0^t A_k(s) \frac{dA_k(s)}{1+A_k(s)} = \sum_{j=1}^{n} A_{ij}(t)
\] (32)
where
\[
\beta_i = \frac{Q_{\delta}(T = T_{ij})}{Q_{\delta}(T \geq T_{ij})} - \frac{Q_{\delta}(T = T_{ij-1})}{Q_{\delta}(T \geq T_{ij-1})}
\] (33)
(34)

**Theorem 3.1.3.**
Let \( T_i, T_2, \ldots, T_n \) be totally inaccessible \( \mathcal{Z}_i \)-stopping time representing the lifetimes of a component coherent system with lifetime \( T \), which are absolutely continuous independent and identically distributed. Then, under the minimal repair transformation of all component lifetimes we have:
\[
Q_{\delta}(T \leq t) = \sum_{k=1}^{n} \beta_i \cdot Q_{\delta}(T_{(i)} \leq t)
\] (35)
with
\[
\beta_i = \frac{Q_{\delta}(T = T_{ij})}{Q_{\delta}(T \geq T_{ij})} - \frac{Q_{\delta}(T = T_{ij-1})}{Q_{\delta}(T \geq T_{ij-1})}
\] (36)

\[
Q_{\delta}(T = T_{ij}) = \sum_{k=1}^{n} \eta_{ik}(T_{ik}) \left(1 - \ln \eta_{ik}(T_{ik}) \right)
\] (37)
\[1 - \ln \eta_{ik}(T_{ik}) \right)
\] (38)
and
\[
dQ_{\delta}/dP = \pi_{ik}^* A_k(t)
\] (39)

**Proof**
Firstly, we note that, under \( Q_{\delta} \), the lifetimes are independent:
\[
Q_{\delta}(T_1 \leq t_1, \ldots, T_n \leq t_n)
\] (40)
\[= \mathcal{E}\left[ \pi_{ik}^* A_k(t) \right] \leq t_k = \pi_{ik}^* \mathcal{E}\left[ A_k(t) \right] \leq t_k
\] (41)
and
\[
dQ_{\delta}/dP = \pi_{ik}^* A_k(t)
\] (42)
and we have, using Girsanov Theorem, the following result:
Also, as $T_j, 1 \leq j \leq n$ are identically distributed, the $\mathcal{F}_T$ -compensators $A_i(t)$ of $1_{[T_i, \infty)}$ are identical and we conclude that the $T_i$ lifetimes are identically distributed under $Q_0$. Therefore the signature decomposition under $Q_0$ remains true.

Furthermore

$$Q_0(T \leq t) = E_{Q_0}[1_{[T \leq t]}] = E\left[\prod_{k=1}^{\infty} A_k(T_k) 1_{[T \leq t]} \right] = \sum_{n=1}^\infty E\left[\prod_{k=1}^{n} A_k(T_k) 1_{[T \leq t]} \right] = \sum_{n=1}^\infty E\left[\prod_{k=1}^{n} A_k(T_k) 1_{[T \leq t]} \right]$$

(40)

The equivalence in the third equality is justified in Norros [12] which defines the $P$ as: inverse of $A(t), A$, under the hypothesis, $A_i(t) = -\ln F_{(i)}(t)$ where $F_{(i)}(t) = p\left(T_{(i)} \leq t \right)_{\theta}$ we have:

$$E\left[A_i(T_i) 1_{[T \leq t]} \right] = E\left[A_i(T_i) 1_{[Y \leq t]} \right] = \int t \theta F_{(y)}(T) x e^{-x} dx$$

$$= F_{(y)}(T) x e^{-x} \left(1 - ln F_{(y)}(T) \right) \left(1 - ln F_{(y)}(T) \right)$$

(41)

Therefore

$$Q_0(T \leq t) = \sum_{n=1}^\infty F_{(y)}(T) x e^{-x} \left(1 - ln F_{(y)}(T) \right) \left(1 - ln F_{(y)}(T) \right)$$

(42)

Also, we have

$$Q_0(T_i \leq t) = E_{Q_0}[1_{[T_i \leq t]}] = \sum_{n=1}^\infty \left[ A_i(T_i) 1_{[T_i \leq t]} \right] = \sum_{n=1}^\infty \left[ A_i(T_i) 1_{[T_i \leq t]} \right]$$

(43)

3.2. Successive Minimal Repairs

More generally, we intend to define a measure $Q_{n}^*$ which is obtained when $T_i$ is deferred $n$ times in the sense of minimal repair. The measures $Q_{n}^*$ are defined successively by $Q_{n+1}^* = Q_{n}^* - P = Q_{n}^*$

$$Q_{n+1}^*(t) = \left\{ P \left(\mathcal{F}_{T_{n+1}}(w) \right) dQ_{n}^*(w) \right\}$$

(46)

It can be proved that, for any $n$, the probability measure $Q_{n}^*$ is absolutely continuous with respect to $P$, with Radon Nikodym derivative

$$dQ_{n}^*/dP = \frac{1}{n!}A_i(T_i)^n$$

(47)

We reason as follows:

Suppose that we choose an $w$ with probability distribution $P$ and starting proceeding at time $0$. Suddenly $T_i$ occurs. In order to make a minimal repair, we have to change our $w$ to another, say $w_0$ which is indistinguishable from $w$ strictly before the time $T_i(w)$ and satisfies $T_i(w_0) > T_i(w)$. Moreover, $w_0$ should be chosen according to an appropriated distribution among the candidates satisfying these conditions. Indeed we choose $w_0$ according to $P\left(\mathcal{F}_{T_i} \right)$, the value of the process $P\left(\mathcal{F}_{T_i} \right)$ at $T_i$, where

$$\mathcal{F}_{T_i} = \sigma \{ A \cap \{ t < T_i \}, A \in \mathcal{F}_s, t \geq 0 \}$$

(48)

is the history strictly before $T_i$. Thus choosing $w_0$ according to $P\left(\mathcal{F}_{T_i} \right)$ we may proceed further as if nothing had happened.

Intuitively, if $S$ is an $\mathcal{F}_s$ -stopping time, the difference between the $\sigma$-algebras $\mathcal{F}_s$ and $\mathcal{F}_s$ is that, in $\mathcal{F}_s$, it is known when $S$ occurs, but its not known what else happen at time $S$. For example, if $S$ is the failure time of a systems component, it is known in $\mathcal{F}_s$, but at this time, we do not know what component will fail.

Indeed, as in Section 3.1, its holds form = 1. Suppose that its holds for some fixed. We have to prove that:

$$E_{Q_{n}^*}[S] = E\left[ S \frac{1}{n+1}A_i(T_i)^{n+1} \right]$$

(49)

for any random variable $S$, $\mathcal{F}_{T_i}$-measurable.
$E_{Q^n}[S] = E_{Q^n}[E(S|\mathcal{T}_n)] = E\left[\frac{1}{n!} A(T)E(S|\mathcal{T}_n)\right]$

$= E\left[\int_0^{\tau_n} \frac{1}{n!} A(t)E(S|\mathcal{T}_n)dt_{[\tau \leq t]}\right]$

$= E\left[\frac{1}{n!} A(t)E(S|\mathcal{T}_n)dt_{[\tau \leq t]}\right]$

$= E\left[\frac{1}{(n+1)!} E(S|\mathcal{T}_n)dt_{[\tau \leq t]}\right]$

$= E\left[\frac{E(S|\mathcal{T}_n)}{(n+1)!} A(T)^{n+1}\right]$

(50)

As the process $\frac{1}{n!} A(t)E(S|\mathcal{T}_n)$ is $\mathcal{T}_n$-predictable, the forth above equality is true. The sixth equality follows from Dellacherie’s integration formula.

$E\left[\frac{E(S|\mathcal{T}_n)}{(n+1)!} A(T)^{n+1}\right] = E\left[\frac{1}{(n+1)!} A(T)^{n+1}\right]$

(51)

Furthermore we have

$Q^n(T > t) = E_{Q^n}[1_{[T > t]}] = E\left[\frac{1}{n!} A(T)^{n+1}\right]$

$= E\left[\frac{1}{n!} A(T)^{n+1}\right]_{[A(T) > A(i)]}$

$= E\left[\frac{1}{n!} A(T)^{n+1}\right]_{[A(T) > A(i)]}$

(52)

and we conclude that the number of minimal repairs occurring before $T_i$ is modeled by a doubly stochastic Poisson process.

Next consider the realization of an equal and finite number of minimal repairs of each totally inaccessible $\mathcal{T}_i$-stopping time representing the components lifetimes. As the continuous components compensator processes at its final points, $A(T)$, $1 \leq i \leq n$, are independent and identically distributed random variables with standard exponential distribution, in the case of a fixed configuration $m = (m,...,m)$, where $m$ is the number of minimal repairs of components, we can define a product probability measure in $\Omega \times \Omega \times ... \times \Omega$

$Q^n = \pi_{i=1}^n Q^n_{\mathcal{T}_i}$

(53)

where $dQ^n_{\mathcal{T}_i}/dP = \frac{1}{m!} A(T)^m$.

Follows that, under the corresponding $\mathcal{T}_i$-compensator transform we can enunciate the Theorem.

Theorem 3.2.3.

Let $T_1,...,T_n$ be totally inaccessible $\mathcal{T}_i$-stopping time representing the lifetimes of a component coherent system with lifetime $T$. Then, under the minimal repair configuration $m$ and under the probability measure $Q^n$, we have

$Q^n(T \leq t) = \sum_{i=1}^n Q^n_{\mathcal{T}_i}(T_i \leq t)$

(54)

Where

$\beta_i^* = \frac{Q^n(T = T_i)}{Q^n(T \geq T_i)} - \frac{Q^n(T = T_i)}{Q^n(T \geq T_i)}$

(55)

4. Conclusions

In this paper we get results in a general set up in which a coherent system can be set as a stochastic process including the order statistics in the signature context. The main difference between these results and the previous one in the signature field is the dynamic aspect. In this setting we can realize redundancy operations and ask about the reliability component importance. The main question is to clear out how a component operation affect the order statistics in the signature representation. The compensator transforms can help to answer such a question. Note that, even if the components are independent and identically distributed, the order statistics are not. We conclude that, in the general setting, we can develop some classical properties in reliability theory.
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Appendix

A1. Stopping time

An extended and positive random variable \( \tau \) is an \( \mathcal{F} \)-stopping time if, and only if, \( \{ \tau \leq t \} \) for all \( t \geq 0 \); an \( \mathcal{F}_\tau \)-stopping time is called predictable if \( \{ \tau = t \} \) is predictable for all \( t \geq 0 \); and \( \mathcal{T} \)-stopping time is totally inaccessible if \( \{ \tau = \sigma < \infty \} = 0 \) for all \( \mathcal{T} \)-predictable \( \mathcal{T} \)-stopping time \( \sigma \). For a mathematical basis of stochastic processes applied to reliability theory see the book of Aven and Jensen [14].

A2. Theorem A.2 (Girsanov)

Let \( T_i \), \( 1 \leq i \leq n \) be totally inaccessible \( \mathcal{F}_\tau \)-stopping times, the point processes \( N_i(t) = 1_{[T_i \leq t]} \), with \( \mathcal{F} \)-compensators \( A_i(t), 1 \leq i \leq n \). Let \( \{ \delta_i(t) \} \) be non negative \( \mathcal{F}_\tau \)-predictable processes such that for all \( t \geq 0 \), and for all \( 1 \leq i \leq n \), \( B_i(t) = \int_0^t \delta_i(s) dA_i(s) < \infty \). With \( \hat{\delta}(t) = (\delta_1(t), \ldots, \delta_n(t)) \) and \( \delta(\infty) = \delta \). Then

\[
L_{\hat{\delta}}(t) = \prod_{i=1}^n \delta_i(T_i)^{N_i(t)}e^{A_i(t) - B_i(t)}
\]  

is a non negative \( \mathcal{F}_\tau \)-local martingale and a non negative \( \mathcal{F}_\tau \)-super martingale.

Furthermore, if \( E[L_\delta] = 1 \), the probability measure \( Q_0 \) defined by the Radon Nikodym derivative \( dQ_0/dP = L_\delta \) is such that, under \( Q_0 \), \( B_i(t) \) is the unique \( \mathcal{F}_\tau \)-compensator process of \( N_i(t) \).

In particular, we denote \( \delta' = (1, \ldots, 1, \delta_n(i), 1, \ldots, 1) \) and \( dQ_{\delta'}/dP = L_{\delta'} \).