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Abstract

This paper describes the first part of my PhD research project where Africa’s Demand for Iron and Steel Importation Long-Term Relationship with its explanatory variables is investigated. We employ a panel of 19 African countries for a period that spans from 1994 to 2012. We consider the long-term relationship that may exist between the iron and steel importations and the explanatory variables used (GDP per capita, investment in infrastructure, real effective exchange rate, and the number of urban population). The empirical analysis is divided in three parts in this study. In the first part, the panel unit root tests and stationary tests revealed that all variables have a unit root; in first differences, they are stationary, these variables are integrated of order 1 or I (1) and the level of the variables are I (1). In the second part, the different cointegration tests conducted between the dependent variable and the explanatory variables result in the confirmation of the fact that they are cointegrated. In the third part, an estimation of the long-run relationship is carried out with Panel Error Correction Modeling (ECM) using Pooled Mean Group Regression Methods. The importations of iron and steel are positively correlated with all the independent variables of the model. All estimated coefficients are positive and significant at 1% level of significance. The usual determinants of importations (demand factor and factor price competitiveness) are significant in the modeling of iron and steel importations and signs are consistent with expectations except the real effective exchange rate.
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1. Introduction

The process of evaluating worldwide export opportunities is complicated for a number of reasons. These include the difficulty of examining all possible export opportunities to all the countries of the world and the availability of data for specific consumers, businesses or governments that limits the screening process to using only published data [1] [2]. Numerous attempts to formulate appropriate international market selection processes have been made in the literature.

Papadopoulos and Denis [3] summarized the literature on international market selection methods up until the late 1980s. They classified over 40 proposed international market selection models into two broad types of approaches—qualitative approaches (rigorous and systematic gathering and analysis of qualitative information about one or a handful of potential country markets) and quantitative approaches (analyzing large amounts of secondary statistical data about many or all foreign markets). In Figure 1 this categorization is illustrated.

According to Papadopoulos and Denis [3] most qualitative approaches typically start with identifying a short list of countries for further consideration by establishing objectives and constraints for exporting a specific product to each country under consideration. Other studies focus more on the nature, appropriateness and sources of qualitative information that could be used in the international market selection process. These sources include government agencies, chambers of commerce, banks, distributors, customers, international experts and foreign market visits [4]. Papadopoulos and Denis [3] suggest that pure qualitative approaches to international market selection could be seen as biased as they are based on perceptions and are largely inaccurate.

Douglas et al. [5] stated that the biggest challenge in international market selection is the large number of countries throughout the world that need to be analyzed. They suggest that a screening procedure of secondary data be used to determine which countries to investigate in depth. Quantitative approaches to international market selection do exactly this by analyzing and comparing secondary data of a large number of countries and will be discussed subsequently.

Papadopoulos and Denis [3] further divided quantitative approaches into two categories, namely market grouping methods and market estimation methods. Market grouping methods cluster countries on the basis of similarity while market estimation models evaluate market potential on firm or country level (see Figure 1). This current study can be classified as quantitative approaches and market estimation methods.

Source: Authors own figure constructed from Papadopoulos and Denis [3].

**Figure 1.** Categorization of the international market selection literature.
This current study is a part of my PhD research project with which we reviewed literatures on international market selection methods to find the international market selection methods best-suited to analyzing African Iron and Steel Market for Wuhan Iron and Steel Corporation (WISCO)’s International Market Selection entering African Iron and Steel Market.

But the main purpose of the present paper is to build an econometric model for analyzing African Iron and Steel Market for Wuhan Iron and Steel (WISCO)’s International Market Selection. We will estimate Africa’s Demand for Iron and Steel Importation by Panel Error Correction Modeling (ECM) using Pooled Mean Group (PMG) regression methods.

2. Literature Review

The literature on quantitative approaches to international market selection methods will be discussed in this section under different categories (Figure 1).

2.1. Market Grouping Methods

Studies undertaken to attempt market grouping have been summarized by Papadopoulos and Denis [3], Steenkamp and Ter Hofstede [6], and Shankarmahesh et al. [7]. These methods are based on the assumption that the most attractive markets for a firm are the ones that most closely resemble the markets it has already penetrated successfully [3]. By providing insight into structural similarities, these methods enable firms to standardize their offerings and marketing strategies across markets [8]. Countries are clustered based on similarities in social, economic and political indicators while demand levels are, for the most part, not taken into account [8]. Market grouping methods are mostly criticized for relying exclusively on general country indicators, rather than on product-specific market indicators, as macro indicators may not reflect market development for a product [3] [8] [9]. Studies that attempted to include more product-specific information faced the problem of insufficient data, and are limited to the product ranges of a particular firm. Thus, they cannot be applied to all possible product groups [3]. Sakarya et al. [8] also argued that grouping methods fail to take into account similarities among groups of consumers across national boundaries. Furthermore, focusing only on countries with similar characteristics to markets already penetrated may hold the risk of overlooking lucrative opportunities in countries with other characteristics [9].

Referring to the abovementioned limitations, market-grouping methods will not be suitable to identify export opportunities for a country if the trade promotion organization or researcher needs to consider all possible country-product combinations worldwide.

Market estimation methods will therefore be subsequently investigated in order to establish if the international market selection method best suited to the identification of potential export opportunities can be found within this classification of international market selection methods.

2.2. Market Estimation Methods

Market estimation models evaluate foreign markets on the basis of several criteria that measure aggregate market potential and attractiveness [3] [8]. The criteria vary across methods and often include wealth, size, growth, competition and access indicators [8]. Papadopoulos and Denis [3] summarized the different methods of measuring market potential that were introduced up until the late 1980s and included multiple factor indices, regression analyses and multiple criteria import demand estimations. Papadopoulos and Denis [3] found that common shortcomings of these methods include the lack of product specificity, the assumption of a static environment and methodological problems due to data availability.

Henceforth, the more recent literature on market estimation methods will be discussed in detail. Most of these methods are based on, and address, the methodological shortcomings of earlier studies (see Papadopoulos and Denis [3] for a discussion of these earlier studies).

For the purposes of this study, the literature on market estimation methods will be categorized into firm-level and country-level methods (see Figure 1). Firm-level methods can be applied by firms to identify markets for their limited product ranges. These methods usually include an analysis of the firm’s objectives, profitability, managerial experience and knowledge, customer standards and attitudes and product adaptation requirements when identifying potential export markets. Country-level methods, on the other hand, can be applied by a coun-
try’s export promotion agency to identify the most promising country-product combinations to focus their export promotion efforts on. Criteria and data used in these methods should be product-specific, applicable to many country-product combinations and generally available. These criteria might include product-specific market growth, market size, level of competition and barriers to trade.

2.2.1. Firm Level Market Estimation Methods

*Firm-level* market estimation methods are applied by firms to identify markets for their limited product ranges. These methods usually include an analysis of the firm’s objectives, profitability, managers’ experience and knowledge, customer standards and attitudes and product adaptation requirements when identifying potential export markets. Apart from the older studies summarized by Papadopoulos and Denis [3], firm-level market estimation methods include the studies of Ayal and Zif [10]-[12], Kumar *et al.* [9], Hoffman [13], Andersen and Strandskov [14], Brewer [2], Andersen and Buvik [15], Rahman [16], Alon [17], Ozorhon, Dikmen and Birgonul [18] and more.

Most of these studies are based on the following three-stage process of evaluating the export potential of foreign markets:

1) A preliminary screening to select more attractive countries to investigate in detail, based on countries’ demographic, political, economic and social environment;
2) An in-depth screening in which these products’ potential (market size and growth), competitors, market access and other market factors for the countries selected in stage one are analyzed;
3) A final selection that involves the analysis of company sales potential, profitability and possible product adaptation.

2.2.2. Country-Level Market Estimation Methods

Apart from the Decision Support Model [19]-[21], nine other studies can be found that can be classified as country-level market selection methods. The main criterion for a market selection method to be classified into this category is that it should be capable of screening a wide range of product-country combinations to select export markets with realistic potential for a specific exporting country.

The methods that, on first review, seemed to comply with this criterion include:

- the shift-share model of Green and Allaway [22],
- the global screening model of Russow and Okoroafo [23],
- the trade-off model of Papadopoulos, Chen and Thomans [24],
- the multiple criteria method of the International Trade Centre (ITC) [25]-[29],
- the assessments of export opportunities in emerging markets by Cavusgil [30]-[32], Arnold and Quelsh [29] and Sakarya *et al.* [8],
- the gravity model and the trade opportunity matrix (TOM) of Export Development Canada [33].

2.3. Summary of Literature Review

Papadopoulos and Denis [3] summarized the literature on international market selection methods up until the late 1980s. They classified over 40 proposed international market selection models into two broad types of approaches—*qualitative approaches* (rigorous and systematic gathering and analysis of qualitative information about one or a handful of potential country markets) and *quantitative approaches* (analyzing large amounts of secondary statistical data about many or all foreign markets). This current study can be classified as quantitative approach.

The literature on market estimation methods were categorized into *firm-level* and *country-level* methods (see Figure 1). *Firm-level* methods can be applied by firms to identify markets for their limited product ranges. *Country-level* methods, on the other hand, can be applied by a country’s export promotion agency to identify the most promising country-product combinations to focus their export promotion efforts on. Our study can be classified in *Firm-level* market estimation methods, as the purpose of this study is to find the international market selection method best-suited to analyzing African Iron and Steel Market for WISCO’s International Market Selection.

We adapted the firm level market estimation methods’ three-stage process of evaluating the export potential of foreign markets as follow: Modeling Africa’s Demand for Iron and Steel Importation, a preliminary screening
and a final selection. Modeling Africa’s Demand for Iron and Steel Importation is the main purpose of the present study.

Most of the existing models of International Market Selection are country-level market estimation methods. No previous studies was conducted in firm-level market estimation methods for single steel industry, neither for Africa steel industry, thus no model is available for us to analyzing African Iron and Steel Market for WISCO’s International Market Selection. So, we need to build our own Econometric Model to allow us analyzing our case study.

3. Modeling Africa’s Demand for Steel Importation

3.1. Definitions and Concepts

Gross domestic product or GDP is the total value of goods and services produced, and will no longer enter into any production process, for a country for a given period, is generally one year. It is used to measure the economic growth of a country. It is measured by giving a monetary value to each item produced by a country; then sum up the monetary value, and we get the value of GDP. GDP per capita is the ratio between the value of total GDP and the number of the average population of a year.

Public investments are part of the economic aggregate like public expenditure, investments considered part of a “non-market” products (roads, justice, police, public lighting, public education and research, national defense, etc.), and secondly by the grant of a portion of the accumulation of technological business capital, whether public or private.

Here we will look to public infrastructure investments. To measure these, we will be interested in GFCF—Gross Fixed Capital Formation, which also includes the accumulation of productive capital by businesses and housing purchases by households and acquisitions of public facilities by a country.

GFCF is a key variable in the economy of a country. The more it represents a significant share of GDP (Gross Domestic Product), the more the pace of economic growth in the country is higher.

Real effective exchange rate—REER is the weighted average of a country’s currency relative to an index or basket of other major currencies adjusted for the effects of inflation. The weights are determined by comparing the relative trade balances, in terms of one country’s currency, with each other country within the index.

Urban population refers to peoples whose live in urban areas as defined by the National Institute of Statistics.

3.2. Data

In this study, the data used are observations of macroeconomic variables, such as GDP per capita, the index of consumer prices, import iron, the real effective exchange rate, the number of urban population, imports and exports total made on 19 African countries. The values for these variables are positive, and to simplify the calculations, we will use their logarithms. The countries concerned are: Algeria, Burkina Faso, Ivory Coast, Egypt, Madagascar, Malawi, Mali, Mauritius, Morocco, Mozambique, Niger, Nigeria, Senegal, the Seychelles, South Africa, Tanzania, Togo, Tunisia, and Zambia.

Trade considered are those made with its major trading partners, including China, France, Germany, Italy, Spain, the United Kingdom and then the United States. These observations were made over a period of 19 years from 1994 to 2012. These countries were chosen because of their large share of imports and exports of iron and steel compared to all African countries but also by the availability of statistical data in the competent institutions.

Data for Iron and steel importation and exportation of these countries were drawn from the database of the UN Comtrade.

GDP per capita, total imports and exports, investment in infrastructure, the index of domestic consumer prices, the number of urban population and the exchange rate were drawn from the database of the WDI “World Development Indicators” of the World Bank, December 18, 2013.

The real effective exchange rate was calculated from the domestic and foreign price indexes, the multilateral nominal exchange rate is calculated using exchange rates provided by the WDI (World Development Indicators), and the imports and exports with partners of the considered African countries provided by the UN Comtrade (see Appendix for the formula).

GDP per capita, imports, exports, infrastructure investments are expressed in current US dollars. Exchange
rates are quoted on the uncertain relative to the US dollar.

The index of foreign consumer price is calculated from the price index of domestic partners of Africa and the weights are their shares of trade with Africa composite index (see Appendix for the formula).

3.3. Methodology

We are seeking to establish long-term relationship that may exist between the iron and steel importations and the explanatory variables used (GDP per capita, investment in infrastructure, real effective exchange rate, and the number of urban population).

The empirical analysis is divided in three parts. In the first part, through panel unit roots tests we examine for the existence of panel unit roots in the variables. In the second part, panel cointegration tests investigate the existence long-run relationship of a distribution of logarithm of the imports of iron and steel and the explanatory variables used (GDP per capita, investment in infrastructure, real effective exchange rate, and the number of urban population). In the third part, estimation of the long-run relationship is carried out with Panel Error Correction Modeling (ECM) using Pooled Mean Regression.

First, It is necessary to conduct panel unit roots tests and stationary test, in order to overcome the problems with false regressions [34] [35]. Then, we stationarize the variables of a unit root because they are misleading in the interpretations of the modeling results. Indeed, it may happen that two variables that are theoretically uncorrelated have a significantly non-zero coefficient, regressing on one another, where they assume a unit root (non-stationary); the interpretation of such a coefficient is incorrect. The different stationary tests used will be presented later.

Secondly, we perform cointegration tests between the dependent variable and the explanatory variables. It is exploring the possibility that these variables follow the same stochastic trend (indicating the existence of a long-term relationship). These tests are only performed when all variables are integrated of the same order [36].

And then, estimation of the long-run relationship is carried out with Panel Error Correction Modeling (ECM) using Pooled Mean Group Regression Methods as a part of our Long-Run Models.

4. Empirical Findings

In the next section we present and discuss the empirical findings. For this reason, we follow the same three parts described in previous section, which refer to the methodology used in the paper, that is 1) panel unit root tests, 2) panel cointegration tests, and 3) long-run models based on Panel Error Correction Modeling (ECM) using Pooled Mean Regression.

4.1. Panel Unit Roots Tests and Stationary Tests

First of all, the five variables (logarithm of iron and steel import, logarithm of GDP per capita, logarithm of infrastructure investment, the logarithm of the real effective exchange rate and the logarithm of the number of urban population) are tested for the existence of unit roots in levels and in first differences. There are two types of Panel Unit root tests, one category that is aimed at checking the existence of a common unit root for all the cross sections (Common Unit root tests) and the other category that is aimed to investigating the existence of an individual unit root for each cross-section of the panel (Individual Unit root tests). The Common Unit root tests used are the LLC test [37] and the Breitung test [38]. The Individual Unit root tests are the IPS test [39], the Fisher-Augmented Dickey Fuller (Fisher ADF) test [40] [41] and the Fisher-Phillips Peron (Fisher PP) test. These tests are based on the hypothesis of inter-individual independence of residues.

Table 1 shows the results of the unit root test carried out in level. The results of unit root test on the variables enable us to confirm the presence of a unit root in panel data (limp_f for logarithm of iron and steel import, lgdpcap for logarithm of GDP per capita, Linv for logarithm of infrastructure investment, ltcer for logarithm of the real effective exchange rate, and lurbpop for the logarithm of the number of urban population); the tests are carried out in levels. So we have to differentiate each variable and lead the unit root test in first differences. Table 2 shows the results of the unit root test in first differences.

The general conclusion that can be revealed from the panel unit root tests and stationary tests are that all variables have a unit root; in first differences, they are stationary, these variables are integrated of order 1 or I (1) and the level of the variables are I (1), so we can carry out the second part of the empirical analysis (Panel
Table 1. Panel unit root tests for the levels of the variables (unbalanced set).  

<table>
<thead>
<tr>
<th>Variable</th>
<th>Tests</th>
<th>LLC</th>
<th>Breitung-t</th>
<th>IPS-W</th>
<th>ADF</th>
<th>PP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Stat</td>
<td>Prob</td>
<td>Stat</td>
<td>Prob</td>
<td>Stat</td>
</tr>
<tr>
<td>limp_f</td>
<td>Individual effects</td>
<td>0.96</td>
<td>0.83</td>
<td>4.09</td>
<td>1.00</td>
<td>8.52 (chi-square)</td>
</tr>
<tr>
<td></td>
<td>Individual linear trend</td>
<td>−2.44**</td>
<td>0.007</td>
<td>−2.428***</td>
<td>0.008</td>
<td>1.17</td>
</tr>
<tr>
<td>Lgdp_cap</td>
<td>Individual effects</td>
<td>1.26</td>
<td>0.90</td>
<td>4.56</td>
<td>1.00</td>
<td>7.73 (chi-square)</td>
</tr>
<tr>
<td></td>
<td>Individual linear trend</td>
<td>−1.94**</td>
<td>0.03</td>
<td>−2.12**</td>
<td>0.02</td>
<td>−1.32*</td>
</tr>
<tr>
<td>Linv</td>
<td>Individual effects</td>
<td>2.13</td>
<td>0.98</td>
<td>5.85</td>
<td>1.00</td>
<td>5.54 (chi-square)</td>
</tr>
<tr>
<td></td>
<td>Individual linear trend</td>
<td>0.24</td>
<td>0.59</td>
<td>0.99</td>
<td>0.84</td>
<td>1.39</td>
</tr>
<tr>
<td>Ltcer</td>
<td>Individual effects</td>
<td>−2.83***</td>
<td>0.00</td>
<td>−0.91</td>
<td>0.18</td>
<td>37.71</td>
</tr>
<tr>
<td></td>
<td>Individual linear trend</td>
<td>−0.12</td>
<td>0.45</td>
<td>−1.61</td>
<td>0.05</td>
<td>2.36</td>
</tr>
<tr>
<td>Lurbpop</td>
<td>Individual effects</td>
<td>−2.05**</td>
<td>0.02</td>
<td>8.07</td>
<td>1.00</td>
<td>32.31***</td>
</tr>
<tr>
<td></td>
<td>Individual linear trend</td>
<td>−0.59</td>
<td>0.27</td>
<td>0.19</td>
<td>0.58</td>
<td>2.49</td>
</tr>
</tbody>
</table>

Notes: a. One lag assumed for all tests; b. Newey-West automatic bandwidth and Bartlett kernel; c. Sample of 19 countries; d. The null hypothesis of these tests is that the panel series has a unit root (non-stationary series); e. *10% level of significance, **5% level of significance, ***1% level of significance. Source: Authors own tests (2014).

Cointegration tests) by taking the first difference of the variables, in order to check for the existence of a long-run relationship between them.

4.2. Panel Cointegration Tests

The next step is to consider panel cointegration tests in order to investigate the existence of a long-run relationship between the iron and steel importation data, GDP per capita, investment in infrastructure, real effective exchange rates and the number of urban population. Table 3 presents the panel cointegration tests for the unbalanced set. The case was estimated with 1) no trend and no intercept, 2) intercept but no trend and 3) intercept with trend.

The Panel Cointegration tests, which examine the existence of a long-run relationship, are classified into two types: tests based on the Engle-Granger [42] methodology and tests based on the Johansen-Fisher methodology. The Engle-Granger based tests used in this paper are the Pedroni [43] [44] test and Kao [45] test. The Johansen-Fisher based test [46] is the one proposed by Maddala and Wu [47].

The different cointegration tests conducted between the dependent variable and the explanatory variables result in the confirmation of the fact that they are cointegrated, suggesting that there is a long-run relationship between the iron and steel importation data, GDP per capita, and investment in infrastructure, real effective exchange rates and the number of urban population.
Table 2. Panel unit root tests for the first difference of the variables (unbalanced set).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Tests</th>
<th>LLC</th>
<th>Breitung-t</th>
<th>IPS-W</th>
<th>ADF</th>
<th>PP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td><strong>Stat</strong></td>
<td><strong>Prob</strong></td>
<td><strong>Stat</strong></td>
<td><strong>Prob</strong></td>
<td><strong>Stat</strong></td>
</tr>
<tr>
<td>limp_f</td>
<td>Individual effects</td>
<td>-9.66***</td>
<td>0.00</td>
<td>-9.37***</td>
<td>0.00</td>
<td>156.00***</td>
</tr>
<tr>
<td></td>
<td>Individual linear trend</td>
<td>-8.58***</td>
<td>0.00</td>
<td>-7.76***</td>
<td>0.00</td>
<td>-6.38***</td>
</tr>
<tr>
<td></td>
<td>Individual effects</td>
<td>1.26</td>
<td>0.90</td>
<td>4.56</td>
<td>1.00</td>
<td>7.73</td>
</tr>
<tr>
<td>lgdpcap</td>
<td>Individual linear trend</td>
<td>-1.94**</td>
<td>0.03</td>
<td>-2.12**</td>
<td>0.02</td>
<td>-1.32*</td>
</tr>
<tr>
<td></td>
<td>Individual effects</td>
<td>-4.22***</td>
<td>0.00</td>
<td>-5.49***</td>
<td>0.00</td>
<td>97.77***</td>
</tr>
<tr>
<td>linv</td>
<td>Individual linear trend</td>
<td>-3.25***</td>
<td>0.00</td>
<td>-0.54</td>
<td>0.29</td>
<td>-2.93***</td>
</tr>
<tr>
<td>ltcer</td>
<td>Individual linear trend</td>
<td>-8.57***</td>
<td>0.00</td>
<td>-6.33***</td>
<td>0.00</td>
<td>106.87***</td>
</tr>
<tr>
<td>lurbpop</td>
<td>Individual effects</td>
<td>0.68</td>
<td>0.75</td>
<td>0.74</td>
<td>0.77</td>
<td>32.79</td>
</tr>
<tr>
<td></td>
<td>Individual linear trend</td>
<td>2.38</td>
<td>0.99</td>
<td>5.92</td>
<td>1.00</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Notes: a. One lag assumed for all tests; b. Newey-West automatic bandwidth and Bartlett kernel; c. Sample of 19 countries; d. The null hypothesis of these tests is that the panel series has a unit root (non-stationary series); e. *10% level of significance, **5% level of significance, ***1% level of significance. Source: Authors own tests (2014).

4.3. Long-Run Models

4.3.1. The Panel Error Correction Model (ECM)

In the present case, stationary tests in level show that all variables admit a unit root; in first differences, they are stationary. These variables are integrated of order 1 or I (1). Also, different cointegration tests conducted between the dependent variable and the explanatory variables lead to the confirmation of the fact that they are cointegrated. This suggests that the specification of Error Correction Model (ECM) would be suitable for the representation of the theoretical relationship between the explanatory variables and iron and steel importation.

The Error Correction Modeling enables us to jointly model the short-term dynamics represented by the variables in first differences and long-term dynamics represented by the variables in levels. This is of great interest for us as the primordial objective of this study is to estimate the long-term relationship.

The equation of the model to be estimated is then written as follows [42]:

\[
\Delta y_{it} = -\phi \left( y_{i,t-1} - \sum_{j=1}^{s} \theta_j X_{it-1}^j \right) + \sum_{j=1}^{s} \rho_j \Delta X_{it}^j + \eta_{it}
\]

And, \( \eta_{it} = \alpha_i + \epsilon_{it} \), where \( \epsilon_{it} \sim N(0, \sigma_i^2) \), the idiosyncratic error (white noise), and \( \alpha_i \) the individual effects.
Table 3. Panel cointegration tests (unbalanced set).

<table>
<thead>
<tr>
<th>Panel cointegration tests (Unbalanced set)</th>
<th>Exploratory variables: lgdpcap, linv, ltcer, lurbpop</th>
</tr>
</thead>
<tbody>
<tr>
<td>import of iron/steel</td>
<td></td>
</tr>
<tr>
<td>No trend-no</td>
<td>Intercept without</td>
</tr>
<tr>
<td>Pedroni residual cointegration tests</td>
<td>Intercept</td>
</tr>
<tr>
<td>Panel statistics</td>
<td></td>
</tr>
<tr>
<td>Panel-v</td>
<td>−2.06</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.98</td>
</tr>
<tr>
<td>Panel-rho</td>
<td>0.75</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.77</td>
</tr>
<tr>
<td>Panel-PP</td>
<td>−6.58***</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.00</td>
</tr>
<tr>
<td>Panel-ADF</td>
<td>−2.25**</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.01</td>
</tr>
<tr>
<td>Panel statistics weighted</td>
<td></td>
</tr>
<tr>
<td>Panel-v</td>
<td>−2.31</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.99</td>
</tr>
<tr>
<td>Panel-rho</td>
<td>0.67</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.75</td>
</tr>
<tr>
<td>Panel-PP</td>
<td>−5.58***</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.00</td>
</tr>
<tr>
<td>Panel-ADF</td>
<td>−3.29***</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.00</td>
</tr>
<tr>
<td>Group statistics</td>
<td></td>
</tr>
<tr>
<td>Group-rho</td>
<td>2.32</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.99</td>
</tr>
<tr>
<td>Group-PP</td>
<td>−9.52***</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.00</td>
</tr>
<tr>
<td>Group-ADF</td>
<td>−4.13***</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.00</td>
</tr>
<tr>
<td>Kao residual cointegration tests</td>
<td></td>
</tr>
<tr>
<td>ADF</td>
<td>−2.52***</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.005</td>
</tr>
<tr>
<td>Johansen-Fisher panel cointegration test trace test (Fisher Stat)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>357.4***</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.00</td>
</tr>
<tr>
<td>At most 1</td>
<td>228.7***</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.00</td>
</tr>
<tr>
<td>At most 2</td>
<td>154.0***</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.00</td>
</tr>
</tbody>
</table>
In the Equation (1), \( y_{it} \) represents the iron and steel importation of the country \( i \), of the date \( t \), at constant prices of 1995; the \( X_{it} \) represent the explanatory variables (GDP per capita, the Real Exchange Rate, Investment in Infrastructure, Urban Population).

The coefficients \( \theta_j \) and \( \rho_j \), are respectively the long-term elasticity and short-term elasticity.

The estimate of the mathematical relationship (1) gives an adjustment coefficient, \( \hat{\phi} = -0.586 \) (see Figure 2), significantly negative at 1% level of significance, translating the validity of the specification of the ECM model; and at the same time, the long-term relationship contained therein can be exploited.

### 4.3.2. Long-Term Relationship Using Pooled Mean Group (PMG) Regression Methods

The adjustment coefficient is significantly negative at 1% level of significance, ECM specification is valid. Therefore we can consider the long-term relationship estimated in this model to perform our analysis.

But, the short-term causality relationship (causality in the sense of Engle-Granger [48]) is not the subject of special attention;

Figure 3 presents the summary of results of the estimation of the long-term relationship using the Pooled Mean Group (PMG) method.

The Pooled Mean Group (PMG) estimation method has been retained in comparison with the Mean Group (MG) method using Hausman tester (see Figure 4) which confirms that the first method provides consistent estimators of the model coefficients [49] [50].

The importations of iron and steel are positively correlated with all the independent variables of the model. All estimated coefficients are positive and significant at 1% level of significance (Figure 3).

- Long-Term Relationship between the Importations of Iron and Steel and GDP per capita

The elasticity of the importations of iron and steel relative to GDP per capita is unitary (Figure 3); and the Wald test confirms this result at the 95% level of confidence (see Table 4).

It means that a 10% increase in GDP per capita has an impact of the same magnitude on the importations of iron and steel in African countries. Two arguments can be put forward to justify this result: first, the analysis of the relationship between the importations of iron and steel and the GDP per capita may be related to the Keynesian theory of consumption, as these importations are integral part to the consumption of these African countries in capital goods. This theory assumes that poor countries have a consumption-income elasticity very close to 1 (they devote almost all of the increase of their income on consumption); this is consistent with our results. Then
the second argument falls within the microeconomic behavior, indeed, GDP per capita is a redistribution of wealth indicator in a given country, it can be considered as the average income of an individual representative of the country. But an African attaches great importance to hard housing construction from the moment he can afford one. This type of accommodation requires the use of large amounts of iron and steel, the increase of hard housing demand, has the effect of increasing the Demand for Iron and Steel Importations (these goods are not produced in the national economy); the increase in hard housing demand following the increase in income.
Figure 4. Results of hausman tester.

Table 4. Results of wald test.

<table>
<thead>
<tr>
<th>Null hypothesis</th>
<th>Statistic of the test</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) [ec] lgdpcap = 1</td>
<td>0.02</td>
<td>0.8814</td>
</tr>
</tbody>
</table>

Source: Authors own tests (2014).

GDP per capita is a key determinant in decisions of Iron and Steel Importations, it represents the term in the equation of Iron and Steel Importations Demand. Hereinafter, we look at the term of price competitiveness of products.

- Long-Term Relationship between the Importations of Iron and Steel and the Real Exchange Rate

Imported products are, to varying degrees, in competition with domestic products; these competitions can take place as well on quality rather than on price. In the present analysis, the qualitative aspect of the competition was occulted to focus on the price aspect. The unavailability of data reflecting the qualitative aspect was a major obstacle to the construction of measurement indicator of quality; therefore it was not taken into account in the analysis. However, the analysis of price competition is carried out through the Real Exchange Rate (REER) (see Appendix). This variable can be interpreted as the ratio of foreign prices to domestic prices, returned in the same currency through the Nominal Effective Exchange Rate (NEER). An appreciation of the real exchange rate results in a faster increase in the level of foreign prices relative to domestic price evolution. This implies that domestic products appear cheaper than foreign goods; domestic goods are more competitive. Demand for imported goods is, therefore, reduced in the benefit of demand for domestic goods. This means that the elasticity of importations relative to the real exchange rate should have a negative sign. However, the estimated value of this elasticity is significantly positive at 1% level of significance. This result can be interpreted by saying that the REER positively influences the importations of iron and steel. This seems at first sight in contradiction with the presumed sign of this correlation. However, thorough analysis leads to the fact that this contradiction is only apparent. Indeed, African countries are importing of iron and steel for the construction of infrastructure (local production companies’ infrastructure, socio-economic infrastructure, buildings and bridges, etc.) necessary for their economic development. These countries do not have the technology, to produce such goods are constrained, in the long term, to maintain (or even increase) their volumes of iron and steel importations although the price of this good have known in rise; there is no local substitutes for such products. Thus, a 1% increase in the exchange rate leads to an increase in the importations of iron and steel in the range of 0.24%; this elasticity is estimated at 0.244 (Figure 3).

The usual determinants of importations (demand factor and factor price competitiveness) are significant in
modeling of iron and steel importations and signs are consistent with expectations except the REER. The investment in infrastructure is the focus of the following analysis.

- **Long-Term Relationship between the Importations of Iron and Steel and the Infrastructure Investments**

  Infrastructure investments are of paramount importance for the proper functioning of the economy. They refer to transport networks infrastructure (road, rail), energy networks, water and telecommunications. On the one hand, these infrastructures contribute to trade facilitation in the national economy and ensure better performance of countries to foreign trade. On the other hand, the reduction in production costs of enterprises due to improved transport of goods and reduced energy costs used in the production process make these companies more competitive both in the domestic market and on the International market. This situation is likely to favor greater profitability of investment projects; which has the effect of attracting foreign capital in addition to the national capital, in the context of open economies, to finance these investment projects. The increase in demand for investment in infrastructure influences the increase in importations of iron and steel given that construction of these infrastructures (local businesses production infrastructures, housings, bridges and buildings, etc.) use of huge amounts of iron and steel. This result means that iron and steel importations are positively correlated with infrastructure investment.

  The elasticity of iron and steel importations relative to infrastructure investment is significant and positive sign at 1% level of significance. A variation to the rise in infrastructure investment of 10% positively influences the rise of iron and steel importations about 1.65%-the estimated value of this elasticity being 0.1645 (Figure 3).

  Infrastructure investments vary in the same direction with the expenditures of iron and steel importations in African countries. We are now seeking to establish the causality relationship between the dependent variable and the urban population. This last aspect is the subject of the following analysis.

- **Long-Term Relationship between the Importations of Iron and Steel and the Urban Population**

  The rural exodus to the big cities is a widespread phenomenon in general in developing countries, and particularly in African countries. This is a direct consequence of inequality levels of developments within countries proving the ineffective policies in the coordination and harmonization of development projects. Populations move to big cities looking for a job, looking for best secure and better equipped places in matters of education and health infrastructures. The increase in urban population is not only due to the growth of the urban population, but it can also result from population movements in those countries. This creates a faster evolution of the growth of the urban population compared to the capacity of the major cities on infrastructures. These puts upward pressure on the demand for socio-economic infrastructures and oblige governments to devote enormous resources to finance the construction of these infrastructures; which widening the gap between the levels of development of the cities and other localities, and help making the urban more attractive to farmers. The growth of the urban population thus increases imports of iron and steel by the channel of socio-economic infrastructure demand. These two variables move in the same direction.

  The elasticity of iron and steel importations relative to the urban population is significantly positive at 1% level of significance, and estimated at 0.812. An increase of 10% of the urban population leads to an increase of 8.12% of iron and steel importations (Figure 3).

5. Conclusions

In this study, the data used are observations of macroeconomic variables, such as GDP per capita, the index of consumer prices, import iron, the real effective exchange rate, the number of urban population, imports and exports total made on 19 African countries. These observations were made over a period of 19 years from 1994 to 2012. We consider the long-term relationship that may exist between the iron and steel importations and the explanatory variables used (GDP per capita, investment in infrastructure, real effective exchange rate, and the number of urban population).

The general conclusion that can be revealed from the panel unit root tests and stationary tests are that all variables have a unit root; in first differences, they are stationary, these variables are integrated of order 1 or I (1) and the level of the variables are I (1), so we can carry out the second part of the empirical analysis (Panel Cointegration tests) by taking the first difference of the variables, in order to check for the existence of a long-run relationship between them.

The different cointegrations tests conducted between the dependent variable and the explanatory variables result in the confirmation of the fact that they are cointegrated, suggesting that there is a long-run relationship be-
tween the iron and steel importation data, GDP per capita, and investment in infrastructure, real effective exchange rate and the number of urban population. Moreover also suggests that the specification of Error Correction Model (ECM) would be suitable for the representation of the theoretical relationship between the explanatory variables and iron and steel importation.

The Pooled Mean Group (PMG) estimation method has been retained in comparison with the Mean Group (MG) method using Hausman tester (see Figure 4) which confirms that the first method provides consistent estimators of the model coefficients.

The adjustment coefficient is $\hat{\phi} = -0.586$, significantly negative at 1% level of significance, Error Correction Modeling (ECM) specification is valid. Therefore we can consider the long-term relationship estimated in this model to perform our analysis. The Importations of iron and steel are positively correlated with all the independent variables of the model. All estimated coefficients are positive and significant at 1% level of significance. The elasticity of the importations of iron and steel relative to GDP per capita is unitary; indeed the Wald test confirms this result at the 95% level of confidence (see Table 4). It means that a 10% increase in GDP per capita has an impact of the same magnitude on the importations of iron and steel in African countries. However, the estimated value of the elasticity real effective exchange rate relative to the importations of iron and steel is significantly positive at 1% level of significance. This result can be interpreted by saying that the REER positively influences the importations of iron and steel. These countries do not have the technology; to produce such goods are constrained, in the long term, to maintain (or even increase) their volumes of iron and steel importations although the price of this good have known a rise; so there is no local substitutes for such products. Thus, a 1% increase in the exchange rate leads to an increase in the importations of iron and steel in the range of 0.24%; this elasticity is estimated at 0.244. The elasticity of iron and steel importations relative to infrastructure investment is significant and positive sign at 1% level of significance. A variation to the rise in infrastructure investment of 10% positively influences the rise of iron and steel importations about 1.65%—the estimated value of this elasticity being 0.1645. Finally, the elasticity of iron and steel importations relative to the urban population is significantly positive at 1% level of significance, and estimated at 0.812. An increase of 10% of the urban population leads to an increase of 8.12% of iron and steel importations.

The usual determinants of importations (demand factor and factor price competitiveness) are significant in modeling of iron and steel importations and signs are consistent with expectations except the real effective exchange rate.
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Appendix

Multilateral Nominal Exchange Rate: NEER

Let given a period $t$, $e_{jt}$ is the exchange rate of the partner countries of the African country $i$ quoted on the uncertain. The partner countries are the USA, France, Germany, Italy, Spain, Great Britain, and China.

$$1\text{ S} = e_{USA} (t)\text{ LCU}; 1\text{ £} = e_{GB} (t)\text{ LCU}; 1\text{ YUAN} = e_{CHN} (t)\text{ LCU};$$
$$1\text{ €} = e_{FRA} (t)\text{ LCU} = e_{DEU} (t)\text{ LCU} = e_{ITA} (t)\text{ LCU} = e_{ESP} (t)\text{ LCU};$$

$$\text{NEER}_n = \prod_{j=1}^{n} e_{jt}.$$

The number of partner countries $n$

$$w_{jt} \text{ Market share such as } w_{jt} = \frac{X_{jt} + M_{jt}}{\sum_j (X_{jt} + M_{jt})}$$

Where $J$ belongs to the ensemble \{'China, France, Germany, Italy, Spain, United States, United States\}. Where $X_j$ represents the exportation of countries $i$ to the African country and $M_{jt}$ importation.

Calculation of Foreign Prices Index FPI

$$\text{FPI}_n = \prod_{j=1}^{n} p_{jt}$$

$$\text{FPI}_n = \prod_{j=1}^{n} p_{jt}$$ where $p_{jt}$ is the DPI of partner country

DPI$(t)$: domestic price index

Calculation of REER: Real Effective Exchange Rate

$$\text{REER} (t) = \frac{\text{NEER} (t) \times \text{FPI} (t)}{\text{DPI} (t)}$$

DPI: domestic price index of African countries
FPI: foreign prices index
LCU: local currency
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