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Abstract
The tendencies of the contemporary communication systems development are characterized by the increasingly stringent requirements for maximum channel utilization. Considering discrete communication systems in channels with intersymbol interference identification with the use of training signal is the key technology to create various types of equalizers. However, the time (from 20% to 50%) spent on training signal is increasingly attractive resource for upgrading standards TDMA, especially in mobile systems. An alternative method to training signal is blind signal processing.
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1. Introduction
Blind signal processing is a new technology of digital signal processing which has been developed over the last ten years. The methods and algorithms of blind signal processing can be used not only in application to communication systems, but also in radio astronomy, or to process digital speech, images, radar signals. In general, the problem of blind signal processing can be formulated as digital processing of unknown signals, blurred with unknown linear operator with additive noise.

There are two types of problems that blind signal processing can solve: blind channel identification (unknown impulse response function estimation) and blind equalization (direct useful signal estimation). In both cases only output blurred noisy signal is available for processing. In case of blind identification, impulse response function estimation could be further used to estimate the useful signal, i.e. the first stage of blind equalization.

The problems of blind signal processing presume a wide range of the observed signal models. In case of single input and multiple output (SIMO) the continuous model of the system can be described by the following equation:

\[ y(t) = \int_{-\infty}^{\infty} h(t - \tau) \cdot x(\tau) \cdot d\tau + v(t) \]  

where \( y(t) \) is the observed signal defined in \( \mathbb{R}^m \), \( h(\tau) \) — unknown impulse response function of \( m \)—dimensional channel; \( v(t) \) — additive noise (the vector of the stochastic processes as a rule with i.i.d. components); \( x(\tau) \) — unknown useful signal.

Blind system identification is understood as an ability to restore impulse response function of the system up to a complex factor using only output signal. From the first sight such kind of problem might seem incorrect; nevertheless, it is not the case if blind channel estimation is based on the use of channel structure or the known properties of the input sequence.

At first the blind equalization algorithm for the communication channel in the digital systems with amplitude modulation was suggested by Sato in 1975 [1]. Sato’s algorithm was later generalized by Godard in 1980 [2] for the case of amplitude phase modulation also known as constant modulus algorithm (CMA). In general case the algorithms of this type belong to the class of so-called stochastic gradient algorithms for blind equalization which are built according to the principle of the adaptive equalizer. Error signal of the adaptive equalizer in this case is formed by the nonlinear map of the output signal, the form of which is dependent on the used coding scheme [3].

Then, another stage of blind signal processing development became the use of higher-order statistics for channel identification, where the input signal is described by non-Gaussian stationary stochastic process [3] [4]. As a rule, these methods help to find the explicit solution for the unknown channel.

A relatively recently understood opportunity to use second-order statistics for multichannel blind identification \( (m > 1) \) has brought the perspective of introducing blind identification techniques to the telecommunication systems significantly closer and induced a whole trend in the recent works [5] [6], within which a range of high convergence rate identification algorithms is found for today.

The use of second-order statistics for SISO blind identification \( (m = 1) \) is possible for a general case of a non-stationary input signal model and in the particular case of cyclostationary signal. The possibility of blind identification in case of cyclostationary input was shown in [7], for the inducted cyclostationarity in [8], and in general case for non-stationary input in [9].

It is necessary to mention that a similar approach to SAR autofocusing using second-order statistics was described independently in [10] [11].

In this work several blind SISO identification algorithms are introduced, to obtain which the relatively new mathematical apparatus of commutative algebra and algebraic geometry is used.

2. Channel Model

After the signal (1) sampling on the input of the digital signal processing system there is a discrete-time model of the system with a finite input response:

\[ y(l) = y(l)_{l\in\mathbb{Z}} = \sum_{i=0}^{L-1} h(i) x(i+l) + v(l), \]  

where \( \{x(l)\}, l = 0, \ldots, n-1 \) is discrete useful signal, \( \{h(i)\} \)— discrete channel impulse response of the length \( L \); \( \{y(l)\}, l = 0, \ldots, n-1 \).

If the input sequence is of finite length, then the formula (2) can be written down as a product of polynomial function of positive degree over a field of complex numbers \( \mathbb{C}[z] \):

\[ y(z) = \pi_{L-1,n}(h(z) \cdot x(z)) + v(z), \]  

where \( y(z) = \sum_{i=0}^{n-1} y(i) z^i, \ h(z) = \sum_{i=0}^{L-1} h(i) z^i, \ x(z) = \sum_{i=0}^{n+k-1} x(i) z^i, \ v(z) = \sum_{i=0}^{n-1} v(i) z^i \). Projection operator \( \pi_{k,n}(x(z)) \) maps the polynomial \( x(z) \) of \( m+k-1 \) degree to polynomial of \( m-k-2 \) degree, zeroing the \( k \) least and the \( k \) highest coefficients of the polynomial and the division by \( z^{k+1} \).

In contrast with the use of Z-transform, traditional for digital signal processing, the signals are represented as
elements of the polynomial ring over one variable. This kind of representation per se does not give much in the context of our task, since the field of complex numbers is algebraically closed. However, introducing further the notion of polynomial statistics, the task can be transferred to a more meaningful polynomial ring over several variables $\mathbb{C}[z_1, z_2, \cdots, z_r]$, where the potentialion of blind identification is higher.

3. Polynomial Statistics

The notion of polynomial statistics was used in [12] with an aim to emphasize the difference of the used approach from the methods based on the cumulant analysis and polyspectrums.

Let $x \in \mathbb{C}^n$ be the complex random vector, described by probability density function $f_x(x_1, \cdots, x_n)$, is defined on $\mathbb{R}^{2^k}$. Let us call the polynomial moment of $(k+m)$ order $k = k_1 + k_2 + \cdots + k_R$, $m = m_1 + m_2 + \cdots + m_R$ of a random vector $x$ polynomial of $r$ variables belonging to the ring $\mathbb{C}[z_1, \cdots, z_r]$ over a field of complex numbers formed as:

$$P_{k,m}^r(z_1, z_2, \cdots, z_r) = \mathbb{E}\left\{x(z_1)^{k_1} \cdots x(z_r)^{k_r} \cdot x^*(z_1)^{m_1} \cdots x^*(z_r)^{m_r}\right\}. \quad (4)$$

Apparently the set of polynomial moments defined that way (4) defines entirely the probability density function $f_x(z) \in \mathbb{C}[z]$ at the points $\{z_1, \cdots, z_r\}$.

The polynomial moment of the sum of independent random polynomials is not equal to the sum of polynomial moments of random polynomials, therefore it is more suitable to use the generalized correlation or random polynomials cumulant values.

Let us define the polynomial cumulant of $(k+m)$ order, $k = k_1 + k_2 + \cdots + k_R$, $m = m_1 + m_2 + \cdots + m_R$ random vector $x$ as a polynomial of $r$ variables belonging to the ring $\mathbb{C}[z_1, \cdots, z_r]$:

$$K_{k,m}^r(z_1, z_2, \cdots, z_r) = \text{cum}\left\{x(z_1)^{k_1} \cdots x(z_r)^{k_r} \cdot x^*(z_1)^{m_1} \cdots x^*(z_r)^{m_r}\right\}. \quad (5)$$

4. Channel Identification by Polynomial Statistics

For the system (3) cumulant of the output signal (5) can be written as a polynomial in the ring $\mathbb{C}[h_0, \cdots, h_{L-1}, z_1, \cdots, z_r]$. Then let us formulate (3) as:

$$y(z) = \sum_{i=0}^{L-1} h_i \cdot x_i(z) + v(z), \quad (6)$$

where $x_i(z) = \sum_{k=0}^{n-1} x_{ik} z^k$, $i = 0, \cdots, L-1$.

The equation for cumulants of the input and output of the system can be written down substituting (6) to (5).

$$K_{k,m}^r(z_1, z_2, \cdots, z_r) = h(z_1)^{k_1} \cdots h(z_r)^{k_r} \cdot h^*(z_1)^{m_1} \cdots h^*(z_r)^{m_r}$$

$$\times K_{k,m}^r(z_1, z_2, \cdots, z_r) + K_{k,m}^r(z_1, z_2, \cdots, z_r). \quad (7)$$

Setting different points over $\mathbb{C}^{L} (z_1^{(k)}, z_2^{(k)}, \cdots, z_r^{(k)}), k = 0, \cdots, L-1$, the system $L$ of polynomial equations will be obtained:

$$\begin{cases}
    f_0(h_0, \cdots, h_{L-1}, z_1^{(0)}, z_2^{(0)}, \cdots, z_r^{(0)}) = 0, \\
    \vdots \\
    f_{L-1}(h_0, \cdots, h_{L-1}, z_1^{(L-1)}, z_2^{(L-1)}, \cdots, z_r^{(L-1)}) = 0.
\end{cases} \quad (8)$$

The given system of equations defines the affine variety $V(I)$ in $\mathbb{C}^L$ and the corresponding ideal $I = \langle f_0, \cdots, f_{L-1} \rangle$ in the polynomial ring $\mathbb{C}[h_0, \cdots, h_{L-1}]$. 
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Solving a system (8) may result in two possible cases: 1) the number of solutions is finite and less than \((k + m)^L\) (manifold is zero-dimensional); 2) the number of solutions is infinite.

Channel identifiability is the necessary and sufficient condition for the zero-dimensionality of the manifold (8). According to Hilbert’s Nullstellensatz, any ideal of the ring \(\mathbb{C}[h_0, \ldots, h_{L-1}]\) has a finite number of generator polynomials, forming the basis of ideal \([13]\). Therefore one of the solutions (8) is to choose the basis polynomials, which would be more suitable for solving the system. Normally for solving such systems Gröbner basis of the ideal \(I\) is chosen; it consists of polynomials, containing variables successively eliminated \([13]-[15]\).

This approach is equivalent to Gaussian elimination. Unfortunately the application of this method is an extremely hard computational problem, and it is not adapted to the inexactly specified coefficients. The more acceptable version of the algorithm is described in \([16]\).

Another approach is based on Stetter’s theorem \([14]\). If \(V(t)\) is zero-dimensional, then the quotient ring \(\mathbb{C}[h_0, \ldots, h_{L-1}]/I\) as vector space is isomorphic to a finite-dimensional vector space \(T\). The space \(T\) is formed by the linear manifold of all monomials \(\{1, t_2, t_3, \ldots, t_s\}\), belonging to the complement of the monomial ideal \(LT(t)\).

This fact allows to reduce the problem (8) to the eigenvalues evaluation of the linear operators having special forms, defined on the \(T\). Stetter’s theorem, obtained relatively recently (in 1996), is a generalization of the approach to polynomial roots evaluation over one variable using the eigenvalues of Frobenius matrix.

Let \(M_g\) be the linear transformation matrix mapping \(T \rightarrow T\), and for any polynomial \(g \in T\) can be found \((s \times s)\) matrix \(M_g\) with the elements \(\{m_{i,j}\}\), \(i, j = 0, \ldots, s-1\) so that:

\[
g \cdot t_j - \sum_{i=0}^{s-1} m_{i,j} t_i = f_j \in I
\] (9).

Herewith, if \(\lambda_j, \quad j = 0, \ldots, s-1\) are the eigenvalues of the matrix \(M_g\), and \(\alpha^{(j)} = (\alpha_0, \ldots, \alpha_{L-1})\) is one of the \((k + m)^L\) solutions of the (8) system of equations, then eigenspace corresponding to nonzero eigenvalue \(\lambda_j\) could be built with the help of the eigenvector \(\{1, t_2, (\alpha^{(j)}), \ldots, t_s (\alpha^{(j)})\}\).

Thus, finding all the different nonzero eigenvalues of a \(M_g\) and the corresponding eigenvectors, we obtain all the solutions of the system of polynomial Equations (8).

The disadvantage of the given method is the uncertainty of polynomial \(g \in T\) choice and the instability of the solution in case of the coefficient perturbation of the system of Equations (8). To overcome the latter disadvantage further regularization is used.

Thus, with the use of polynomial statistics, the solution of the blind identification problem is reduced to the problem of solving the systems of polynomial equations over multiple variables. This is a generalization of another approach based on the use of polyspectrums (so-called higher-order statistics method), well-known within the theory of communication \([3]\) \([4]\). Accordingly, some common disadvantages of the methods using moments and cumulants are inherent to the proposed method as well. First of all, this has to deal with low convergence rate of the obtained estimations. However, as we will see later, in the framework of the approach we will be able to additionally optimize algorithm parameters. These possibilities are further illustrated with the example of scalar channel blind identification with non-stationary input using second-order statistics.

5. Identification Algorithm Synthesis Based on Second-Order Statistics

Let us write down the second-order polynomial moments equation, corresponding to the system model of the form (7):

\[
K_{z,0}^L (z_1, z_2) - K_{z,z}^L (z_1, z_2) = \sum_{j=0}^{L-1} \sum_{j=0}^{L-1} h_j P_{i,j}^T (z_1, z_2),
\] (10)

where

\[
K_{z,0}^L (z_1, z_2) = \mathbb{E} \{y(z_1) y(z_2)\},
K_{z,z}^L (z_1, z_2) = \mathbb{E} \{v(z_1) v(z_2)\},
P_{i,j}^T (z_1, z_2) = \mathbb{E} \{x_i(z_1) x_j(z_2)\}.\] (11)
In particular, if the input signal samples are uncorrelated, have dispersion \( \{ \sigma_k^2 \} \) and zero expectation, then the corresponding polynomial moments in the input sequence in (11) would look like:

\[
P_{0,0}^k(z_1, z_2) = \sum_{k=0}^{\min(i-L+1, j-L+1)} \sigma_k^2 (z_1 z_2)^k
\]

\[
P_{i,j}^k(z_1, z_2) = \frac{\min(i-L+1, j-L+1)}{z_1 z_2} \left( P_{0,0}^k(z_1, z_2) + \sum_{k=0}^{\min(i-L+1, j-L+1)} (z_1 z_2)^k \left( \sigma_k^2 + \left( z_1 z_2 \right)^{i-L+1} \right) \right)
\]

Setting different points in \( C^2 \), corresponding to the values of the (formal) variables \( \left( z_1^{(k)}, z_2^{(k)} \right) \), \( k = 0, \ldots, s-1 \) in (12), we obtain a system of polynomial equations (8), containing the unknown variables \( h_h, h_i, \ldots, h_{L-1} \). For the identified system the number of solutions is finite and does not exceed \( 2^i \).

It is necessary to mention that all polynomials of the system of equations (8) are formed by the monomials of the form \( \{ h_h, h_i \} \). Let us introduce new variables \( \{ u_1, u_2, \ldots, u_s \} \), where \( s = \sum_{k=0}^{L-1} (L-k) \), so that

\[
\left\{ u_1 = h_0^2, u_2 = h_1^2, \ldots, u_s = h_h h_i, \ldots \right\}
\]

then the system (8) can be written down as a system of linear equations:

\[
P: u = q
\]

where: elements of matrix \( P \), \( P_{km} = P_{(m+1)(m)} \left( z_1^{(k)}, z_2^{(k)} \right) \), and components of the vector \( q \),

\[
q_k = K_{2,0} \left( z_1^{(k)}, z_2^{(k)} \right) - K_{2,0} \left( z_1^{(k)}, z_2^{(k)} \right).
\]

If the conditions of identifiability are satisfied, then the system of equations (13) is consistent and the matrix \( P \) rank is equal to \( s \). Then there exists a unique vector \( \left( \theta_1, \ldots, \theta_s \right) \), so that the system (8) is equivalent to the system of polynomial equations having the form of:

\[
\begin{align*}
&u_1 = \theta_1, \\
&\vdots \\
&u_s = \theta_s.
\end{align*}
\]

(14)

For the system of Equations (10) it is easy to define the monomials belonging to the complement of the monomial ideal \( \langle L \rangle \), these are \( 1, h_0, \ldots, h_{L-1} \). Let \( g = h_0 \), then the matrix \( M_g \) has the form of:

\[
M_g = \begin{bmatrix}
0 & 1 & \cdots & 0 \\
\theta_1 & 0 & \cdots & 0 \\
\vdots & 0 & \cdots & 0 \\
\theta_s & 0 & \cdots & 0
\end{bmatrix}
\]

(15)

Such matrix has only two nonzero eigenvalues, which correspond to the two solutions of the system (8), differing by constant factor. Let \( \nu \) be the eigenvector corresponding to the nonzero eigenvalue of the matrix \( M_g \), (15), then channel estimation is directly given by vector \( \nu \) components \( \left( u_2, \ldots, u_{L+1} \right) \).

As far as the vector \( q \) of the system (13) is known with an error, caused by the additive noise and the use of sample covariance matrix of the observed signals, then the solution of the system (13) will contain an error, the value of which is dependent on the signal-to-noise ratio and the number of signal realizations used to estimate the covariance matrix; therefore to solve the system (13) Tikhonov regularization is used.

6. Simulation

This section shows the results of the simulation of blind identification algorithm based on second order statistics for the case of periodic non-stationary modulation of the useful signal. Relative error of impulse response function was estimated using the formula:
Computer algebra system “Maple” was used in the simulation to evaluate the Gröbner basis.

The simulation was ran for the useful signal of white Gaussian noise model with dispersion modulated by a discrete signal. The unknown impulse response function: \((0.7,1.0,0.7)\); period of the discrete signal used for modulation 10.

Discrete signal used for modulation was applied in the simulation shown on Figure 1 and Figure 2. For the discrete signal used for modulation on Figure 1 in case of \(A = 2,4,10\) the results are shown on the Figures 3-5 respectively. Except for the error graph of blind identification algorithm for different length of useful signal all figures show the impulse response function estimation error using the training signal. For the discrete signal used for modulation on Figure 2 the results of the simulation are shown on the Figure 6.

The general characteristic of scalar channel statistical identification is the relatively low rate of convergence. However for the discrete signal used for modulation with \(A = 10\) (Figure 6) the error is weakly dependent on the length of useful signal, and with the high signal-to-noise ratio could be quite competitive in comparison with the estimation by the training signal already at \(n = 100,\ldots,200\).

One of the works [15] suggests a highly effective blind identification algorithm, which is also based on the use of polynomial statistics; however, it is directly using the opportunities of one-to-one unions factorization of affine variety of the channel and useful signal polynomial cumulants. This algorithm has a higher rate of convergence, however it is more dependent on the level of additive noise.

Discrete signal used for modulation on Figure 2 is characterized by having the constant modulus of the amplitude envelope; it can be used in the systems with phase modulation [8]. If the length of useful signal is more
than 2000, then the estimation error becomes less than it is in case of using training signal even with small signal-to-noise ratio.

The error of blind identification algorithm decreases with increasing the length of useful signal and decreasing the period of discrete signal used for modulation.

In addition to objective factors, the error of the algorithm is affected by the formal variables values choice \( (z_1^{(s)}, z_2^{(s)}) \), \( k = 0, \ldots, s - 1 \) in \( \mathbb{C}^2 \), used in Equation (12). Furthermore, the use of regularization method in the solution of the system (13) requires the optimal selection of the regularization parameter. During the simulation Monte Carlo method was used to optimize these parameters of the algorithm.
7. Conclusions

Thus, the proposed approach to the synthesis of the blind identification algorithms based on the polynomial statistics allows synthesizing with the same methodology different blind identification algorithms for scalar channels with stationary and non-stationary input and different input symbols distributions. In contrast with polyspectrums approach, in this case the uncertainty of the cumulant functions set choice might be reduced at least in the relation to the procedures of the algorithm synthesis. It is necessary to mention that this approach can be generalized for the case of the vector channel as well.

In the scalar channel, that is the channel with single input and single output (SISO) blind identification algorithms, as a rule, require certain data sample collected on the output for the channel estimation. Generally, for the
unspecified identification method and channel properties, to obtain blind estimation in the scalar channel the useful signal is required; the length of it is usually two orders of magnitude greater than the channel length. Herewith the quality of the estimation is close to the estimation by training signal.

It is necessary to mention that solving a number of practical problems the use of training signal is impossible or undesirable, and the use of blind identification is the only option. This might include the problems of signals intelligence, unauthorized access to transmitted information, asynchronous data exchange etc.

The effectiveness is different in case of using blind estimation in vector channels, i.e. channels with single input and multiple output (SIMO) [6]. SIMO model is used to describe the diversity reception in space or in time. The conditions of identifiability of the vector channel can be formulated within the framework of deterministic model, i.e. blind identification is done using one realization in the same way as with using the training signal. Herewith channel length to useful signal ratio is approximately of one order of magnitude which allows using these technologies in the fast-fading channels.

Generally, blind signal processing is an intensively developing field of DSP and this article particularly opens a wide range of opportunities for further research.
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