Strong Convergence of a New Three Step Iterative Scheme in Banach Spaces

Renu Chugh, Vivek Kumar*, Sanjay Kumar
Department of Mathematics, Maharshi Dayanand University, Rohtak, India
Email: *ratheevivek15@yahoo.com

Received August 11, 2012; revised October 12, 2012; accepted November 3, 2012

ABSTRACT
In this paper, we suggest a new type of three step iterative scheme called the CR iterative scheme and study the strong convergence of this iterative scheme for a certain class of quasi-contractive operators in Banach spaces. We show that for the aforementioned class of operators, the CR iterative scheme is equivalent to and faster than Picard, Mann, Ishikawa, Agarwal et al., Noor and SP iterative schemes. Moreover, we also present various numerical examples using computer programming in C++ for the CR iterative scheme to compare it with the other above mentioned iterative schemes. Our results show that as far as the rate of convergence is concerned 1) for increasing functions the CR iterative scheme is best, while for decreasing functions the SP iterative scheme is best; 2) CR iterative scheme is best for a certain class of quasi-contractive operators.
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1. Introduction
There is a close relationship between the problem of solving a nonlinear equation and that of approximating fixed points of a corresponding contractive type operator. Consequently, there is theoretical and practical interest in approximating fixed points of various contractive type operators. Let \((X,d)\) be a complete metric space and \(T : X \rightarrow X\) a self map for \(X\). Suppose that \(F(T) = \{ p \in X, \; Tp = p \}\) is the set of fixed points of \(T\). There are several iterative processes in the literature for which the fixed points of operators have been approximated over the years by various authors.

In a complete metric space, the Picard iterative scheme defined by
\[
x_{n+1} = Tx_n, \; n = 0, 1, \ldots
\]
(1.1)
has been employed to approximate the fixed points of mappings satisfying the inequality
\[
d(Tx, Ty) \leq \alpha d(x, y)
\]
(1.2)
for all \(x, y \in X\) and \(\alpha \in [0, 1)\).
Condition (1.2) is called the Banach’s contraction condition. Any operator satisfying (1.2) is called a strict contraction.

In 1953, W. R. Mann defined the Mann iterative scheme [1] as
\[
u_{n+1} = (1-\alpha_n)u_n + \alpha_n Tu_n,
\]
(1.3)
where \(\{\alpha_n\}\) is a sequence of positive numbers in \([0,1]\).
In 1974, S. Ishikawa defined the Ishikawa iterative scheme [2] as
\[
\begin{align*}
  s_{n+1} &= (1-\alpha_n)s_n + \alpha_n Tn \\
  t_n &= (1-\beta_n)s_n + \beta_n Ts_n,
\end{align*}
\]
(1.4)
where \(\{\alpha_n\}\) and \(\{\beta_n\}\) are sequences of positive numbers in \([0,1]\).
In 2007, Agarwal et al. defined the Agarwal et al. iterative scheme [3] as
\[
\begin{align*}
  s_{n+1} &= (1-\alpha_n)s_n + \alpha_n Tn \\
  t_n &= (1-\beta_n)s_n + \beta_n Ts_n,
\end{align*}
\]
(1.5)
where \(\{\alpha_n\}\) and \(\{\beta_n\}\) are sequences of positive numbers in \([0,1]\).
In 2000, M. A. Noor defined the Noor iterative scheme [4] as
\[
\begin{align*}
  p_{n+1} &= (1-\alpha_n)p_n + \alpha_n Tq_n \\
  q_n &= (1-\beta_n)q_n + \beta_n Tp_n \\
  r_n &= (1-\gamma_n)r_n + \gamma_n Tp_n,
\end{align*}
\]
(1.6)
where \(\{\alpha_n\}\), \(\{\beta_n\}\) and \(\{\gamma_n\}\) are sequences of positive numbers in \([0,1]\).
Recently, Phuengrattana and Suantai defined the SP iteration scheme [5] as
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where \( \{\alpha_n\} \), \( \{\beta_n\} \) and \( \{\gamma_n\} \) are sequences of positive numbers in \([0,1]\).

**Remarks:**

1) If \( \gamma_n = 0 \), then the Noor iterative scheme (1.6) reduces to the Ishikawa iterative scheme (1.4).

2) If \( \beta_n = \gamma_n = 0 \), then the Noor iterative scheme (1.6) reduces to the Mann iterative scheme (1.3).

3) In addition, when \( \beta_n = \gamma_n = 0 \), then the SP iterative scheme (1.7) reduces to the Mann iterative scheme (1.3).

In 1972, Zamfirescu [6] obtained the following interesting fixed point theorem.

**Theorem 1.1.** Let \( (X, d) \) be a complete metric space and \( T : X \rightarrow X \) a mapping for which there exist real numbers \( a, b \) and \( c \) satisfying \( a \in (0,1), b, c \in \left(0, \frac{1}{2}\right) \) such that for each pair \( x, y \in X \), at least one of the following conditions hold

1) \( d(Tx, Ty) \leq ad(x, y) \)

2) \( d(Tx, Ty) \leq b[d(x, Tx) + d(y, Ty)] \)

3) \( d(Tx, Ty) \leq c[d(x, Ty) + d(y, Tx)] \). (1.8)

Then \( T \) has a fixed point \( p \) and the Picard iteration \( \{x_n\}_{n=0}^{\infty} \) defined by

\[
x_{n+1} = Tx_n, \quad n = 0, 1, \ldots
\]

converges to \( p \) for any arbitrary but fixed \( x_0 \in X \).

The operators satisfying the condition (1.8) are called Zamfirescu operators.

Berinde [7] introduced a new class of operators on an arbitrary Banach space satisfying

\[
d(Tx, Ty) \leq 2\delta d(x, Tx) + \delta d(x, y),
\]

(1.9)

\( \forall x, y \in X \) and some \( \delta \in [0,1) \).

He proved that this class is wider than the class of Zamfirescu operators and used the Ishikawa iteration process to approximate fixed points of this class of operators in an arbitrary Banach space given in the form of following:

**Theorem 1.2** [7]. Let \( K \) be a nonempty closed convex subset of an arbitrary Banach space \( X \) and \( T : K \rightarrow K \) be a mapping satisfying (1.9). Let \( \{s_n\} \) be defined through the Ishikawa iteration (1.4) and \( s_0 \in K \) where \( \{\alpha_n\}, \{\beta_n\} \) and \( \{\gamma_n\} \) are sequences of positive numbers in \([0,1]\) with \( \sum_{n=0}^{\infty} \alpha_n = \infty \). Then \( \{s_n\} \) converges strongly to the fixed point of \( T \).

Several authors [5, 8-17] have studied the equivalence between various iterative schemes. S. M. Solotz [15, 16] proved that for quasi-contractive operators the iterative processes Picard, Mann, Ishikawa and Noor are equivalent. Recently, Renu Chugh and Vivek Kumar [17] proved that for quasi-contractive operators satisfying (1.9) Picard, Mann, Ishikawa, Noor and SP iterative schemes are equivalent.

Fixed point iterative procedures are designed to be applied in solving equations arising in physical formulation but there is no systematic study of numerical aspects of these iterative procedures. In computational mathematics, it is of vital interest to know which of the given iterative procedures converge faster to a desired solution, commonly known as rate of convergence. B. E. Rhoades [18] compared the Mann and Ishikawa iterative procedures concerning their rate of convergence. He illustrated the difference in the rate of convergence for increasing and decreasing functions. Indeed he used computer programs, perhaps for the first time to compare the Mann and Ishikawa iterations through examples. S. L. Singh [19] extended the work of Rhoades. Very recently, Phuengrattana and Suantai [5] proved that SP iterative scheme is equivalent to and faster than Mann, Ishikawa and Noor iterative schemes for increasing functions.

Now, we introduce the following CR iterative process: Let \( X \) be a Banach space, \( T : X \rightarrow X \) a self map of \( X \) and \( x_0 \in X \). Define the sequence \( \{x_n\}_{n=0}^{\infty} \) by

\[
x_{n+1} = (1 - \alpha_n) y_n + \alpha_n Ty_n
\]

\[
y_n = (1 - \beta_n) z_n + \beta_n Tz_n
\]

\[
z_n = (1 - \gamma_n) x_n + \gamma_n Tx_n,
\]

(1.10)

where \( \{\alpha_n\}, \{\beta_n\} \) and \( \{\gamma_n\} \) are sequences of positive numbers in \([0,1]\) with \( \sum_{n=0}^{\infty} \alpha_n = \infty \).

We shall need the following lemma and definitions.

**Lemma 1** [20]. If \( \delta \) is a real number such that

\[ 0 \leq \delta < 1 \text{ and } \left\{ \varepsilon_n \right\}_{n=0}^{\infty} \text{ is a sequence of positive numbers such that } \lim_{n \to \infty} \varepsilon_n = 0, \text{ then for any sequence of positive numbers } \left\{ \varepsilon_n \right\}_{n=0}^{\infty} \text{ satisfying } \varepsilon_{n+1} \leq \delta \varepsilon_n + \varepsilon_n, \quad n = 0, 1, 2, \ldots, \]

we have \( \lim_{n \to \infty} u_n = 0 \).

**Definition 1.1.** Suppose that \( \{a_n\} \) and \( \{b_n\} \) are two real convergent sequences with limits \( a \) and \( b \) respectively. Then \( \{a_n\} \) is said to converge faster than \( \{b_n\} \) if

\[
\lim_{n \to \infty} \left| \frac{a_n - a}{b_n - b} \right| = 0.
\]
Definition 1.2 [21]. Suppose that \{u_n\} and \{v_n\} are two fixed point iteration procedures both converging to the same fixed point \(p\) with the error estimates

\[
\|u_n - p\| \leq a_n, \quad n = 0, 1, \ldots \\
\|v_n - p\| \leq b_n, \quad n = 0, 1, \ldots
\]

where \(\{a_n\}\) and \(\{b_n\}\) are two real convergent sequences converging to 0. If \(\{a_n\}\) converges faster than \(\{b_n\}\), then we say \(\{u_n\}\) converges faster than \(v_n\) to \(p\).

The purpose of this paper is to show the convergence of the CR iterative scheme and to prove equivalence between Picard, Mann, Ishikawa, Noor, Agarwal et al., SP and CR iterative schemes for quasi-contractive operators satisfying (1.9). We provide an example for which the CR iterative scheme is faster than the other above mentioned iterative schemes for the aforementioned class of operators. Also, by using computer programs in C++, we compare the above mentioned iterative schemes through examples of increasing and decreasing functions.

2. Result on Strong Convergence

Theorem 2.1. Let \(K\) be a nonempty closed convex subset of an arbitrary Banach space \(X\) and \(T : K \to K\) a mapping satisfying (1.9). Let \(\{x_n\}_{n=0}^{\infty}\) be defined through the CR iteration (1.10) and \(x_0 \in X\), where \(\{\alpha_n\}\), \(\{\beta_n\}\) are sequences of positive numbers in \([0,1]\) with \(\{\alpha_n\}\)

Satisfying \(\sum\limits_{n=0}^{\infty} \alpha_n = \infty\). Then \(\{x_n\}_{n=0}^{\infty}\) converges strongly to the fixed point of \(T\).

Proof. Theorem 1.1 shows that \(T\) has a unique fixed point in \(K\), say \(p\).

From (1.10), we have

\[
\|x_{n+1} - p\| \leq \delta (1 - \alpha_n)(1 - \beta_n)\|x_n - p\| + \alpha_n\|Ty_n - p\| \tag{2.1}
\]

Using (1.9), (2.1) yields

\[
\|x_{n+1} - p\| \leq \delta (1 - \alpha_n)(1 - \beta_n)\|x_n - p\| + \alpha_n\|Ty_n - p\| \tag{2.2}
\]

Using (1.9) and (1.10), (2.2) yields

\[
\|x_n - p\| \leq \delta (1 - \alpha_n)(1 - \beta_n)\|x_n - p\| + \alpha_n\|Ty_n - p\| \tag{2.3}
\]

Since \(0 \leq \delta < 1, \alpha_n \in [0,1]\) and \(\sum\limits_{n=0}^{\infty} \alpha_n = \infty\), so

\[
\delta^n \sum_{k=0}^{n} \alpha_k \to 0 \quad \text{as} \quad n \to \infty. \quad \text{Hence, it follows from (2.4) that} \quad \lim_{n \to \infty} \|x_{n+1} - p\| = 0. \quad \text{Therefore} \quad \{x_n\}_{n=0}^{\infty} \quad \text{converges strongly to} \quad p.
\]

3. Equivalence between Picard, Mann, Ishikawa, Noor, Agarwal et al., SP and CR Iterative Schemes

Theorem 3.1. Let \(K\) be a nonempty closed convex subset of a Banach space \(X\) and \(T : K \to K\) a mapping satisfying (1.9). If the initial point is the same, \(\alpha_n \geq \lambda > 0, \forall n \in N\), then the followings are equivalent:

1) The Mann iteration (1.3) converges to \(p\).
2) The Agarwal et al. iteration (1.5) converges to \(p\).
3) The CR iteration (1.10) converges to \(p\).

Proof. First we prove that 1) \(\Leftrightarrow\) 3). Let the Mann iteration (1.3) converge to \(p\). We shall show that the CR iteration (1.10) also converges to \(p\).

Using (1.3) and (1.10), we have

\[
\|x_{n+1} - u_{n+1}\| \leq (1 - \alpha_n)\|x_n - u_n\| + \alpha_n\|Ty_n - Tu_n\| \leq (1 - \alpha_n)\|x_n - u_n\| + \alpha_n\|x_n - u_n\| + 2\alpha_n\|Tu_n - Tu_n\|. \tag{3.1}
\]

Using (1.9) and (1.10), (3.1) yields

\[
\|x_{n+1} - p\| \leq \delta (1 - \alpha_n)(1 - \beta_n)\|x_n - p\| + \alpha_n\|Ty_n - p\| \tag{3.2}
\]
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From (1.10), we have
\[
\|y_n - u_n\| \\
\leq (1 - \beta_n)\|x_n - u_n\| + \beta_n\|Tz_n - u_n\| \\
\leq (1 - \beta_n)\|x_n - T_{x_n} + (1 - \beta_n)\|Tu_n - u_n\| \\
+ \beta_n\|Tz_n - Tu_n + \|Tu_n - u_n\| \\
\leq \delta(1 - \beta_n)\|x_n - u_n\| + 2\delta(1 - \beta_n)\|Tu_n - u_n\| \\
+ (1 - \beta_n)\|Tu_n - u_n\| + \delta\|z_n - u_n\| \\
+ 2\delta\|z_n - Tu_n\| \\
\leq \delta(1 - \beta_n)\|x_n - u_n\| + (2\delta + 1)\|u_n - Tu_n\| \\
+ \delta\|z_n - u_n\|.
\]

Again, from (1.10), we have
\[
\|z_n - u_n\| \\
\leq (1 - \gamma_n)\|x_n - u_n\| + \gamma_n\|Tz_n - u_n\| \\
\leq (1 - \gamma_n)\|x_n - T_{x_n} + (1 - \gamma_n)\|Tu_n - u_n\| \\
+ \gamma_n\|Tz_n - Tu_n + \|Tu_n - u_n\| \\
\leq (1 - \gamma_n)\|(1 - \delta)\|x_n - u_n\| + (2\delta + 1)\gamma_n\|Tu_n - u_n\|.
\]

Substituting (3.3) in (3.2), we have
\[
\|y_n - u_n\| \leq \delta(1 - \beta_n)\|x_n - u_n\| \\
+ \delta\beta_n\{(1 - \gamma_n)\|(1 - \delta)\|x_n - u_n\| \\
+ (2\delta + 1)\gamma_n\|Tu_n - u_n\|.
\]

Substituting (3.4) in (3.1), we obtain
\[
\|x_{n+1} - u_{n+1}\| \\
\leq (1 - \alpha_n\{(1 - \delta)\|(1 - \delta)\|x_n - u_n\| \\
+ (1 + \delta)(1 - \alpha_n\{(1 - \delta)\|(1 - \delta)\|x_n - u_n\| \\
+ (2\alpha_n\delta\|Tu_n - u_n\| \\
\leq (1 + \delta)\|u_n - Tu_n\| + \|p - Tu_n\| \\
\leq (1 + \delta)\|u_n - p\| + \|p - Tu_n\| \\
\leq (1 + \delta)\|u_n - p\|.
\]

Substituting (3.6) in (3.5), we have
\[
\|x_{n+1} - u_{n+1}\| \\
\leq (1 - \alpha_n\{(1 - \delta)\|(1 - \delta)\|x_n - u_n\| \\
+ (1 + \delta)(1 - \alpha_n\{(1 - \delta)\|(1 - \delta)\|x_n - u_n\| \\
+ (2\alpha_n\delta\|Tu_n - u_n\| \\
\leq h\|x_n - u_n\| + \|u_n - p\|
\]

where \( h = (1 - \alpha_n\{(1 - \delta)\|(1 - \delta)\|x_n - u_n\| < 1 \) (using \( \alpha_n \geq 0, \forall n \in N \) and \( l = (1 + \delta)(1 + \delta)\|x_n - u_n\| < 1 \).

Using \( u_n \rightarrow p \) as \( n \rightarrow \infty \) and Lemma 1.1, (3.7) yields
\[
\|x_n - u_n\| \rightarrow 0 \text{ as } n \rightarrow \infty.
\]

In addition
\[
\|y_n - p\| \leq \|x_n - u_n\| + \|u_n - p\|
\]
and this implies that \( x_n \rightarrow p \) as \( n \rightarrow \infty \).

Conversely, we prove that \( x_n \rightarrow p \) implies \( u_n \rightarrow p \).

Using (1.3), (1.9) and (1.10), we have
\[
\|x_{n+1} - u_{n+1}\| \\
\leq (1 - \alpha_n\|y_n - u_n\| + \alpha_n\|T_{y_n} - Tu_n\| \\
\leq (1 - \alpha_n\|y_n - u_n\| + \delta\alpha_n\|y_n - u_n\| \\
+ 2\delta\alpha_n\|y_n - Ty_n\| \\
\leq [1 - \alpha_n\{(1 - \delta)\|y_n - u_n\| + 2\delta\alpha_n\|y_n - Ty_n\|.
\]

From (1.10), we have
\[
\|y_n - u_n\| \\
\leq (1 - \beta_n\|T_{x_n} - u_n\| + \beta_n\|z_n - u_n\| \\
\leq (1 - \beta_n\|T_{x_n} - x_n\| + (1 - \beta_n)\|x_n - u_n\| \\
+ \beta_n\|Tz_n - x_n\| + \|x_n - u_n\| \\
\leq (1 - \beta_n\|T_{x_n} - p\| + (1 - \beta_n)\|x_n - p\| + (1 - \beta_n)\|x_n - u_n\| \\
+ \beta_n\|Tz_n - p\| + \|x_n - u_n\| \\
\leq \|x_n - u_n\| + (\delta(1 - \beta_n) + 1)\|x_n - p\| + \delta\|z_n - p\| \\
\leq \|x_n - u_n\| + (\delta(1 - \beta_n) + 1)\|x_n - p\| \\
+ \delta\|z_n - p\| \\
\leq \|x_n - u_n\| + (1 + \delta - \delta\|z_n - u_n\|)\|x_n - p\|.
\]

Also,
\[
\|y_n - Ty_n\| \\
\leq \|y_n - p\| + \|Ty_n - p\| \\
\leq (1 + \delta)\|y_n - p\| \\
\leq (1 + \delta)\|x_n - p\| \\
\leq (1 + \delta)(1 - \beta_n\|x_n - p\| + \delta\|z_n - p\| \\
\leq (1 + \delta)(1 - \beta_n\|x_n - p\| + \delta\|z_n - p\| \\
+ \delta\|z_n - p\| \\
\leq (1 + \delta)(1 - \beta_n\|x_n - p\|.
\]

Substituting (3.9) and (3.10) in (3.8) and rearranging the terms, we have
\( \|x_{n+1} - u_{n+1}\| \\
\leq (1 - \alpha_n (1 - \delta)) \|x_n - u_n\| + \|s_n - u_n\| + \|\delta x_n - u_n\| + 2 \delta \alpha_n \|u_n - T_n u_n\| \\
\leq (1 - \alpha_n (1 - \delta)) \|T_n u_n - u_n\| + \|s_n - u_n\| + 2 \delta \alpha_n \|u_n - T_n u_n\| \\
\leq (1 - \alpha_n (1 - \delta)) \|T_n u_n - u_n\| + \|s_n - u_n\| + 2 \delta \alpha_n \|u_n - T_n u_n\|.
\]

(3.12)

Now, we have the following estimates:
\[
\|u_n - T_n u_n\| \leq \|u_n - p\| + \|p - T_n u_n\| \\
\leq (1 + \delta) \|x_n - p\|.
\]

(3.13)

\[
\|T_n u_n - T_n u_n\| \leq \delta \|s_n - u_n\| + 2 \delta \|u_n - T_n u_n\| \\
\leq \delta \|s_n - u_n\| + 2 \delta (1 + \delta) \|u_n - p\|.
\]

(3.14)

It follows using (3.12), (3.13) and (3.14) that
\[
\|s_{n+1} - u_{n+1}\| \\
\leq \delta \|s_n - u_n\| + 2 \delta (1 + \delta) \|u_n - p\| + 2 \delta \alpha_n \|u_n - T_n u_n\| \\
\leq \delta \|s_n - u_n\| + 2 \delta (1 + \delta) \|u_n - p\|.
\]

(3.15)

Since \( \delta \in [0, 1) \) and \( u_n \to p \) as \( n \to \infty \), hence using Lemma 1.1, (3.15) yields \( \|s_n - u_n\| \to 0 \) as \( n \to \infty \).

In addition
\[
\|s_n - p\| \leq \|s_n - u_n\| + \|u_n - p\|. 
\]

and this implies that \( s_n \to p \) as \( n \to \infty \).

Conversely, we prove that \( s_n \to p \) implies \( u_n \to p \).

Using (1.3), (1.5) and (1.9), we have
\[
\|s_{n+1} - u_{n+1}\| \\
\leq (1 - \alpha_n (1 - \delta)) \|s_n - u_n\| + \|\delta x_n - u_n\| + \|s_n - u_n\| + 2 \delta \alpha_n \|u_n - T_n u_n\| \\
\leq (1 - \alpha_n (1 - \delta)) \|s_n - u_n\| + \|\delta x_n - u_n\| + \|s_n - u_n\| + 2 \delta \alpha_n \|u_n - T_n u_n\|.
\]

(3.17)

Now, we have the following estimates:
\[
\|s_n - T_n u_n\| \leq (1 + \delta) \|s_n - p\| \\
\leq (1 + \delta) \|s_n - u_n\| + \|s_n - u_n\| + \|u_n - T_n u_n\| + \|u_n - p\| \\
\leq (1 - \alpha_n (1 - \delta)) \|s_n - u_n\| + \|s_n - u_n\| + \|u_n - T_n u_n\| + \|u_n - p\|.
\]

(3.18)

It follows from (3.17), (3.18), (3.19) and (3.20) that
\[
\|s_{n+1} - u_{n+1}\| \\
\leq (1 - \alpha_n (1 - \delta)) \|s_n - u_n\| \\
+ \|s_n - u_n\| + \|s_n - u_n\| + \|s_n - u_n\| + \|s_n - u_n\| \\
\leq (1 - \alpha_n (1 - \delta)) \|s_n - u_n\| + \|s_n - u_n\| + \|s_n - u_n\| + \|s_n - u_n\|.
\]

(3.21)

If \( \alpha_n \geq A > 0, \forall n \in N \), then \( 0 \leq 1 - \alpha_n (1 - d) < 1 \). Also, \( s_n \to p \) as \( n \to \infty \).

Hence, using Lemma 1.1, (3.21) yields \( \|s_n - s_n\| \to 0 \) as \( n \to \infty \).

In addition
\[
\|u_n - p\| \leq \|u_n - s_n\| + \|s_n - p\| \\
and this implies that \( u_n \to p \) as \( n \to \infty \). Hence the result.

Keeping in mind Soltuz’s results [15,16] as well as Chugh and Kumar’s result [17], Theorem 3.1 leads to the following corollary:

**Corollary 3.2.** Let \( K \) be a nonempty closed convex subset of a Banach space \( X \) and \( T: K \to K \) a mapping satisfying (1.9). If the initial point is the same, \( \alpha_n \geq A > 0, \forall n \in N \), then the followings are equivalent:

1) The Picard iteration (1.1) converges to the fixed point \( p \) of \( T \).
2) The Mann iteration (1.3) converges to \( p \).
3) The Ishikawa iteration (1.4) converges to \( p \).
4) The Noor iteration (1.6) converges to \( p \),
5) The Agarwal et al. iteration (1.5) converges to \( p \),
6) The SP iteration (1.7) converges to \( p \),
7) The CR iteration (1.10) converges to \( p \).

4. Results on Fastness of CR Iterative Scheme for Quasi-Contractive Operators

In [21] Berinde showed that Picard iteration is faster than Mann iteration for quasi-contractive operators satisfying (1.9). In [22], Qin and Rhoades by taking example showed that Ishikawa iteration is faster than Mann iteration for a certain quasi-contractive operator. Ciric, Lee and Rafiq [23], by providing an example, showed that Noor iterative scheme can be faster than Mann and Ishikawa iterative schemes for some quasi-contractive operators. Recently, Nawab Hussain et al. [24] provide an example of a quasi-contractive operator for which the iterative scheme (1.5) due to Agarwal et al. is faster than Mann and Ishikawa iterative schemes.

Now, we show that the CR iteration is faster than Picard, Agarwal et al., Noor and SP iterations for quasi-contractive operators satisfying (1.9) as follows:

1) By providing an example 4.1 of a quasi-contractive operator satisfying (1.9), we show that CR iterative scheme is faster than Agarwal et al., Noor and SP iterative schemes.

2) By using definition (1.1), we show that CR iterative scheme is faster than Picard iteration.

1) Example 4.1. Let \( T : [0,1] \rightarrow [0,1] \) be defined by \( T(x) = \frac{x}{2} \), \( \alpha_n = \beta_n = \gamma_n = 0 \), \( n = 1, 2, \ldots, 15 \), \( \alpha_n = \beta_n = \gamma_n = \frac{4}{\sqrt{i}}, n \geq 16 \). It is clear that \( T \) is a quasi-contractive operator satisfying (1.9) with a unique fixed point 0. Also, it is easy to see that \( T \), \( \alpha_n \), \( \beta_n \) and \( \gamma_n \) satisfies all the conditions of Theorem 2.1. We show that CR iterative scheme is faster than Agarwal et al., Noor and SP iterative schemes.

**Proof.** First of all we show that CR iterative scheme is faster than Noor iterative scheme.

Let \( n \geq 16 \) and \( p_0 = x_0 \). Then, from [23], for Noor iteration (1.6), we have

\[
x_{n+1} = \prod_{i=16}^{n} \left( 1 - \frac{2}{\sqrt{i}} - \frac{4}{i} - \frac{8}{i\sqrt{i}} \right) x_0.
\]

(4.1)

Also, for CR iteration (1.10), we have

\[
x_{n+1} = \prod_{i=16}^{n} \left( 1 - \frac{2}{\sqrt{i}} - \frac{4}{i} + \frac{8}{i\sqrt{i}} \right) x_0.
\]

(4.2)

So,

\[
\frac{x_{n+1}^{(CR)}}{x_{n+1}^{(SP)}} = \frac{\prod_{i=16}^{n} \left( 1 - \frac{2}{\sqrt{i}} - \frac{4}{i} + \frac{8}{i\sqrt{i}} \right)}{\prod_{i=16}^{n} \left( 1 - \frac{2}{\sqrt{i}} - \frac{4}{i} - \frac{8}{i\sqrt{i}} \right)} x_0.
\]

It is easy to see that

\[
0 \leq \lim_{n \to \infty} \frac{x_{n+1}^{(CR)}}{x_{n+1}^{(SP)}} = 0.
\]

Hence, we have \( \lim_{n \to \infty} \frac{x_{n+1}^{(CR)}}{x_{n+1}^{(SP)}} = 0 \).

Therefore, by definition 1.2, CR iterative scheme converges faster than Noor iterative scheme to the fixed point 0 of \( T \).

Secondly, we show that CR iterative scheme is faster than SP iterative scheme:

For SP iteration (1.7) we have

\[
x_{n+1} = \prod_{i=16}^{n} \left( 1 - \frac{6}{\sqrt{i}} + \frac{12}{i} - \frac{8}{i\sqrt{i}} \right) x_0.
\]

So,

\[
\frac{x_{n+1}^{(CR)}}{x_{n+1}^{(SP)}} = \frac{\prod_{i=16}^{n} \left( 1 - \frac{2}{\sqrt{i}} - \frac{4}{i} + \frac{8}{i\sqrt{i}} \right)}{\prod_{i=16}^{n} \left( 1 - \frac{2}{\sqrt{i}} - \frac{4}{i} - \frac{8}{i\sqrt{i}} \right)} x_0.
\]

(4.4)

It is easy to see that
\[0 \leq \lim_{n \to \infty} \prod_{i=1}^{n} \left[ 1 - \frac{\left( \frac{3}{2} - 10i + 32\sqrt{i - 32} \right)}{\left( \frac{3}{2} + 24\sqrt{i - 12i - 16} \right)} \right]\]
\[\leq \lim_{n \to \infty} \prod_{i=1}^{n} \left( 1 - \frac{1}{1000 + i} \right) = \lim_{n \to \infty} \frac{1015}{n} = 0.\]

Hence, we have \( \lim_{n \to \infty} \frac{x_{n+1}(CR)}{x_{n+1}(SP)} = 0 \). Therefore, by definition 1.2, CR iterative scheme converges faster than SP iterative scheme to the fixed point 0 of \( T \).

Next, we show that CR iterative scheme is faster than Agarwal et al. iterative scheme.

For Agarwal et al. iteration (1.5), we have
\[s_{n+1} = \frac{n}{16} \prod_{i=1}^{n} \left( \frac{1}{2} - \frac{4}{i + \sqrt{i}} \right) x_0.\]

So,
\[s_{n+1} = \frac{n}{16} \prod_{i=1}^{n} \left( \frac{1}{2} - \frac{4}{i + \sqrt{i}} \right) x_0 = \frac{n}{16} \prod_{i=1}^{n} \left( 1 - \frac{\frac{4}{i}}{\frac{4}{i + \sqrt{i}}} \right) = \frac{n}{16} \prod_{i=1}^{n} \left( 1 - \frac{4}{2i} \right) x_0.\]

It is easy to see that
\[0 \leq \lim_{n \to \infty} \prod_{i=1}^{n} \left[ 1 - \frac{1}{2} \right] \leq \lim_{n \to \infty} \prod_{i=1}^{n} \left[ 1 - \frac{1}{i} \right] = \lim_{n \to \infty} \frac{15}{n} = 0.\]

Hence, we have \( \lim_{n \to \infty} \frac{x_{n+1}}{s_{n+1}} = 0 \). Therefore, again by definition 1.2, CR iterative scheme converges faster than Agarwal et al. iterative scheme to the fixed point 0 of \( T \).

2) Here we show that CR iteration is faster than Picard iteration.

Using Picard iteration (1.1) and condition (1.9) we have
\[\|x_{n+1} - p\| \leq \delta \|x_n - p\|,\]  (4.3)
also, from (2.3) we have
\[\|x_{n+1} - p\| \leq \delta (1 - \delta) \|x_n - p\|.\]  (4.4)

Obviously \( \frac{\delta^{n+1} q^{n+1}}{\delta^n q^n} \to 0 \) as \( n \to \infty \) and hence using definition (1.1), we can say that CR iteration is faster than Picard iteration.

5. Applications

In this section, with the help of computer programs in C++, we compare the rate of convergence of Picard, Mann, Ishikawa, Noor, Agarwal et al., SP and CR iteration procedures, through examples. The outcome is listed in the form of Tables 1-4, by taking initial approximation \( x_0 = 0.8 \) and \( a_n = b_n = g_n = \frac{1}{(1 + n)^2} \), for all iterative schemes.

5.1. Example of Decreasing Function

Let \( f : [0,1] \to [0,1] \) be defined by \( f(x) = (1 - x)^m \), \( m = 7, 8, \ldots \). Then \( f \) is a decreasing function. By taking \( m = 7 \), the comparison of convergence of above mentioned iterative schemes to the exact fixed point \( p = 0.188348 \) is listed in the Table 1.

5.2. Example of Increasing Function

Let \( f : [0,8] \to [0,8] \) be defined as \( f(x) = \frac{x^2 + 9}{10} \). Then \( f \) is an increasing function. The comparison of convergence of above mentioned iterative schemes to the exact fixed point \( p = 1 \) is listed in the Table 2.

5.3. Example of Cubic Equation

To find solution of cubic equation \( x^3 + x^2 - 1 = 0 \) means to find fixed point of the function \( (1 - x^3)^1/2 \) as \( x^3 + x^2 \).
Table 1. Decreasing function.

<table>
<thead>
<tr>
<th>n</th>
<th>CR iteration</th>
<th>SP iteration</th>
<th>Noor iteration</th>
<th>Ficard iteration</th>
<th>Mann iteration</th>
<th>Ishikawa iteration</th>
<th>Agarwal et al. iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_n$</td>
<td>$x_{n+1}$</td>
<td>$f_{n+1}$</td>
<td>$x_{n+1}$</td>
<td>$f_n$</td>
<td>$x_{n+1}$</td>
<td>$f_n$</td>
</tr>
<tr>
<td>5</td>
<td>0.188978</td>
<td>0.188293</td>
<td>0.188332</td>
<td>0.188348</td>
<td>0.189133</td>
<td>0.188327</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0.188449</td>
<td>0.188343</td>
<td>0.188348</td>
<td>0.188345</td>
<td>0.188347</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0.188357</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188333</td>
<td>0.188347</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188349</td>
<td>0.188347</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>34</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>35</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>36</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>0.188348</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 2. Increasing function.

<table>
<thead>
<tr>
<th>CR iteration</th>
<th>SP iteration</th>
<th>Noor iteration</th>
<th>Picard iteration</th>
<th>Mann iteration</th>
<th>Ishikawa iteration</th>
<th>Agarwal et al. iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>f_n</td>
<td>x_{n+1}</td>
<td>f_n</td>
<td>x_{n+1}</td>
<td>f_n</td>
<td>x_{n+1}</td>
</tr>
<tr>
<td>0</td>
<td>0.964</td>
<td>0.998591</td>
<td>0.964</td>
<td>0.998591</td>
<td>0.964</td>
<td>0.998591</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0.999999</td>
<td>0.999999</td>
<td>0.999974</td>
<td>0.999922</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0.999974</td>
<td>0.99995</td>
<td>0.99997</td>
<td>0.99997</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>0.999993</td>
<td>0.999974</td>
<td>0.999994</td>
<td>0.999994</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>0.999993</td>
<td>0.999976</td>
<td>0.999999</td>
<td>0.999999</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>0.999995</td>
<td>0.999983</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>1</td>
<td>0.999994</td>
<td>0.999974</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>1</td>
<td>0.999996</td>
<td>0.999974</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>68</td>
<td>1</td>
<td>1</td>
<td>0.999994</td>
<td>0.999974</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>69</td>
<td>1</td>
<td>1</td>
<td>0.999994</td>
<td>0.999974</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

1 = 0 can be rewritten as \((1-x^3)^{\frac{1}{2}} = x\). The comparison of convergence of above mentioned iterative schemes to the exact fixed point \(p = 0.754878\) of \((1-x^3)^{\frac{1}{2}}\) is listed in the Table 3.

5.4. Example of Goat Problem

A farmer has a fenced circular pasture of radius \(a\) and wants to tie a goat to the fence with a rope of length \(b\) so as to allow the goat to graze half the pasture. How long should the rope be to accomplish this?

The length of the rope “\(b\)” must be longer than “\(a\)” and shorter than \(2a\), i.e. \(a< b<\sqrt{2}a\).

If we let \(x = \frac{b}{a}\), we get the simplified equation

\[
(4-2x^2)\sin^{-1}\left(\frac{x}{2}\right) - x\sqrt{4-x^2} + \pi x^2 = \pi
\]

looking for the solution \(x\), with \(1 < x < \sqrt{2}\). If we rearrange the equation, we can produce a sequence that will converge to the solution:

\[
x^2 = \pi + x\sqrt{4-x^2} - (4-2x^2)\sin^{-1}\left(\frac{x}{2}\right)
\]

or \(x = \sqrt{\pi + x\sqrt{4-x^2} - (4-2x^2)\sin^{-1}\left(\frac{x}{2}\right)}\).

Let \(x_1 = 1\),

\[
x_{n+1} = \frac{\pi + x_n\sqrt{4-x_n^2} - (4-2x_n^2)\sin^{-1}\left(\frac{x_n}{2}\right)}{\pi}
\]

and \(f(x) = \frac{\pi + x\sqrt{4-x^2} - (4-2x^2)\sin^{-1}\left(\frac{x}{2}\right)}{\pi}\).

The comparison of convergence of above mentioned iterative schemes to the exact fixed point 1.15863 of the function \(f(x)\) is listed in the Table 4. So the rope length “\(b\)” should be approximately 1.15863 \(a\).

For detailed study, these programs are again executed after changing the parameters and the readings are recorded (discussed in the next section).

6. Observations

6.1. Decreasing Function \((1-x)^m\)

1) For \(m = 8\) and \(x_0 = 0.8\), the Picard scheme never converges (oscillates between 0 and 1), the Mann scheme converges in 9 iterations, the Ishikawa scheme converges in 35 iterations, the Noor scheme converges in 10 iterations, Agarwal et al. iteration does not converges, the CR scheme converges in 9 iterations and the SP scheme converges in 7 iterations.

2) For \(m = 30\) and \(x_0 = 0.8\), the Picard scheme never
### Table 3. Cubic equation.

<table>
<thead>
<tr>
<th>CR iteration</th>
<th>SP iteration</th>
<th>Noor iteration</th>
<th>Picard iteration</th>
<th>Mann iteration</th>
<th>Ishikawa iteration</th>
<th>Agarwal et al. iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>( f(x) )</td>
<td>( x_{n+1} )</td>
<td>( f(x) )</td>
<td>( x_{n+1} )</td>
<td>( f(x) )</td>
<td>( x_{n+1} )</td>
</tr>
<tr>
<td>0</td>
<td>0.69857</td>
<td>0.68185</td>
<td>0.69857</td>
<td>0.68185</td>
<td>0.69857</td>
<td>0.69857</td>
</tr>
<tr>
<td>3</td>
<td>0.754709</td>
<td>0.754883</td>
<td>0.754992</td>
<td>0.754878</td>
<td>0.754385</td>
<td>0.754963</td>
</tr>
<tr>
<td>4</td>
<td>0.754872</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
</tr>
<tr>
<td>5</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
</tr>
<tr>
<td>8</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
</tr>
<tr>
<td>9</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
</tr>
<tr>
<td>12</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
</tr>
<tr>
<td>13</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
</tr>
<tr>
<td>27</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
</tr>
<tr>
<td>28</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
</tr>
<tr>
<td>29</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
<td>0.754878</td>
</tr>
</tbody>
</table>

converges (oscillates between 0 and 1), the Mann scheme converges in 11 iterations, the Ishikawa scheme converges in 37 iterations, the Noor scheme converges in 12 iterations, Agarwal et al. scheme never converges, the CR scheme converges in 13 iterations and the SP scheme converges in 9 iterations.

3) Taking initial guess \( x_o = 0.2 \) (nearer to the fixed point), Picard scheme never converges (oscillates between 0 and 1), Mann scheme converges in 10 iterations, Ishikawa scheme converges in 40 iterations, Noor scheme converges in 10 iterations, Agarwal et al. scheme does not converge, the CR scheme converges in 10 iterations and the SP scheme converges in 8 iterations.

4) Taking \( \alpha_n = \beta_n = \gamma_n = \frac{1}{(1+n)^2} \) and \( x_o = 0.8 \), we obtain that the Mann scheme converges in 23 iterations, the Ishikawa scheme converges in 56 iteration, the Noor scheme converges in 21 iterations, Agarwal et al. scheme converges in 12 iterations, the CR scheme converges in 11 iterations and the SP scheme converges in 15 iterations.

### 6.2. Increasing Function \( (x^2 + 9)/10 \)

1) For \( x_o = 0.8 \), the Picard scheme converges to a fixed point in 8 iterations, the Mann scheme converges in 69 iterations, the Ishikawa scheme converges in 34 iterations, the Noor scheme converges in 24 iterations, Agarwal et al. scheme converges in 7 iterations, the SP scheme converges in 6 iterations and the CR scheme converges in 5 iterations.

2) Taking initial guess \( x_o = 0.6 \) (away from the fixed point), the Picard scheme converges to a fixed point in 8 iterations, the Mann scheme converges in 75 iterations, the Ishikawa scheme converges in 38 iterations, the Noor scheme converges in 27 iterations, Agarwal et al. scheme converges in 6 iterations, the SP scheme converges in 7 iterations and the CR scheme converges in 5 iterations.

3) Taking, \( \alpha_n = \beta_n = \gamma_n = \frac{1}{(1+n)^2} \), \( x_o = 0.8 \), we obtain that the Mann scheme converges in 23 iterations, the Ishikawa scheme converges in 12 iterations, Noor scheme converges in 9 iterations, Agarwal et al. scheme converges in 6 iterations, the SP scheme converges in 5 iterations and the CR scheme converges in 4 iterations.

### 6.3. Cubic Equation \( x^3 + x^2 - 1 = 0 \)

1) For \( x_o = 0.8 \), the Picard scheme never converges to the solution of cubic equation (oscillates between 0 and 1), the Mann scheme converges in 9 iterations, the Ishikawa scheme converges in 29 iterations, the Noor sche-
Table 4. Goat problem.

<table>
<thead>
<tr>
<th>CR iteration</th>
<th>SP iteration</th>
<th>Noor iteration</th>
<th>Picard iteration</th>
<th>Mann iteration</th>
<th>Ishikawa iteration</th>
<th>Agarwal et al. iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>$f_n$</td>
<td>$x_{n+1}$</td>
<td>$f_n$</td>
<td>$x_{n+1}$</td>
<td>$f_n$</td>
<td>$x_{n+1}$</td>
</tr>
<tr>
<td>0</td>
<td>1.103589</td>
<td>1.150601</td>
<td>1.103589</td>
<td>1.150601</td>
<td>1.103589</td>
<td>1.103589</td>
</tr>
<tr>
<td>1</td>
<td>1.155492</td>
<td>1.157384</td>
<td>1.103589</td>
<td>1.155275</td>
<td>1.137884</td>
<td>1.137884</td>
</tr>
<tr>
<td>2</td>
<td>1.158629</td>
<td>1.158621</td>
<td>1.158621</td>
<td>1.158414</td>
<td>1.158229</td>
<td>1.15844</td>
</tr>
<tr>
<td>3</td>
<td>1.158625</td>
<td>1.158625</td>
<td>1.158625</td>
<td>1.158399</td>
<td>1.158601</td>
<td>1.158601</td>
</tr>
<tr>
<td>4</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158539</td>
<td>1.158449</td>
<td>1.158619</td>
</tr>
<tr>
<td>5</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158549</td>
<td>1.158472</td>
<td>1.158472</td>
</tr>
<tr>
<td>6</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158594</td>
<td>1.158594</td>
<td>1.158594</td>
</tr>
<tr>
<td>7</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158585</td>
<td>1.158585</td>
<td>1.158585</td>
</tr>
<tr>
<td>8</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158585</td>
<td>1.158585</td>
<td>1.158585</td>
</tr>
<tr>
<td>9</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>10</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>11</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>12</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>13</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>14</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>15</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>16</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>17</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>18</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>19</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>20</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>21</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>22</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>23</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>24</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>25</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>26</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>27</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>28</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>29</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
<tr>
<td>30</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.15863</td>
<td>1.158606</td>
<td>1.158606</td>
<td>1.158606</td>
</tr>
</tbody>
</table>

The table shows the results of various iteration schemes for the Goat problem. The CR scheme converges in 13 iterations, the Agarwal et al. scheme never converges, the CR scheme converges in 6 iterations and the SP scheme converges in 5 iterations.

2) Taking initial guess $x_0 = 0.1$ (away from the solution of cubic equation), Picard scheme never converges (oscillates between 0 and 1), the Mann scheme converges in 10 iterations, the Ishikawa scheme converges in 30 iterations, Noor scheme converges in 21 iterations, Agarwal et al. scheme never converges, the CR scheme converges in 10 iterations and the SP scheme converges in 5 iterations.

3) Taking $\alpha_n = \beta_n = \gamma_n = \frac{1}{1+n}$ and $x_0 = 0.8$, we obtain that the Mann scheme converges in 14 iterations, the Ishikawa scheme converges in 27 iterations, the Noor scheme converges in 9 iterations, Agarwal et al. scheme converges in 10 iterations, the CR scheme converges in 8 iterations and the SP scheme converges in 8 iterations.

6.4. Goat Problem

1) For $x_0 = 0.8$, the Picard scheme converges to a fixed point in 13 iterations, the Mann scheme converges in 90 iterations, the Ishikawa scheme converges in 61 iterations, the Noor scheme converges in 48 iterations, Agarwal et al. scheme converges in 11 iterations, the SP scheme converges in 11 iterations and the CR scheme converges in 13 iterations.
converges in 8 iterations.

2) Taking initial guess \( x_0 = 0.6 \) (away from the fixed point), the Picard scheme converges to a fixed point in 14 iterations, the Mann scheme converges in 104 iterations, the Ishikawa scheme converges in 71 iterations, the Noor scheme converges in 57 iterations, Agarwal et al. scheme converges in 12 iterations, the SP scheme converges in 12 iterations and the CR scheme converges in 9 iterations.

3) Taking \( \alpha_n = \beta_n = \gamma_n = \frac{1}{(1+n)^2} \) and \( x_0 = 0.8 \), we obtain that Mann scheme converges in 29 iterations, the Ishikawa scheme converges in 18 iterations, Noor scheme converges in 14 iterations, Agarwal et al. scheme converges in 10 iterations, the SP scheme converges in 7 iterations and the CR scheme converges in 7 iterations.

7. Conclusions

For decreasing functions, we conclude the followings:

1) Picard and Agarwal et al. schemes do not converge for \( \alpha_n = \frac{1}{(1+n)^2} \), rate of convergence of the SP scheme is better than other iterative schemes, while CR and Mann schemes shows equivalence. Also, Noor scheme is faster than Ishikawa iteration.

2) On increasing the value of \( m \), Mann, Ishikawa, Noor, SP and CR schemes require more number of iterations to converge.

3) For initial guess nearer to the fixed point, Mann scheme, Noor scheme shows an increase, while Ishikawa scheme shows an increase in the number of iterations to converge. Of course, the CR scheme shows no change.

4) The speed of iterative schemes depends on \( \alpha_n \) and \( \beta_n \). If we increase the value of \( \alpha_n \) and \( \beta_n \), the fixed point is obtained in more number of iterations for all schemes. Agarwal et al. scheme converges for increased value of \( \alpha_n \) i.e for \( \alpha_n = \frac{1}{(1+n)^2} \).

In this case, increasing order of rate of convergence for iterative schemes is Ishikawa, Mann, Noor, Agarwal et al., SP and CR scheme.

For increasing functions, we conclude the followings:

1) Increasing order of rate of convergence for iterative schemes is Mann, Ishikawa, Noor, Picard, Agarwal et al., SP and CR scheme.

2) For initial guess away from the fixed point, the number of iterations increases in each iterative scheme. Hence, closer the initial guess to the fixed point, quicker the result is achieved.

3) If we increase the value of \( \alpha_n \) and \( \beta_n \), the fixed point is obtained in less number of iterations for all schemes. Except CR iterative scheme which remains unaffected.

For solution of cubic equation, we conclude the followings:

1) Picard and Agarwal et al. iterative schemes do not converge for \( \alpha_n = \frac{1}{(1+n)^2} \) and rate of convergence of SP iterative scheme is better than Ishikawa, Noor, Mann and CR schemes.

2) For initial guess away from the solution, the number of iterations increases in each iterative scheme.

3) If we increase the value of \( \alpha_n \) and \( \beta_n \), the solution is obtained in less number of iterations for Noor and Ishikawa schemes while solution is obtained in more number of iterations for Mann, SP and CR schemes. Agarwal et al. iteration converges for increased value of \( \alpha_n \). In this case, increasing order of rate of convergence for iterative schemes is Ishikawa, Mann, Agarwal et al., Noor and CR scheme while CR and SP schemes show equivalence.

For the goal problem we conclude the followings:

1) Increasing order of rate of convergence for iterative schemes is Mann, Ishikawa, Noor, Picard, SP and CR scheme while SP and Agarwal et al. schemes show equivalence.

2) For initial guess away from the fixed point, the number of iterations increases in each iterative scheme. Hence, closer the initial guess to the fixed point, quicker the result is achieved.

3) If we increase the value of \( \alpha_n \) and \( \beta_n \), the fixed point is obtained in less number of iterations for all schemes. In this case increasing order of rate of convergence for iterative schemes is Mann, Ishikawa, Noor, Agarwal et al. and CR scheme while CR and SP schemes show equivalence.
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