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ABSTRACT
In this paper, we apply the modified Adomian Decomposition Method to get the numerical solutions of Quadratic integral equations. The appearance of noise terms in Decomposition Method was investigated. The method was described along with several examples.
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1. Introduction
The theory of integral equations plays an important role in the theory of nonlinear analysis; this is due to the various applications of integral equations in many branches of mathematical physics, such as neutron transportation, radiation and kinetic theory of gases (cf. [1-3], among others).

Quadratic integral equations (QIEs) are often applicable in the theory of radiative transfer, neutron transport and in the traffic theory. The quadratic integral equations can be very often encountered in many applications. Some treatments for solvability of (QIEs) are given in [4-6].

A quadratic integral equation of the form
\[ x(t) = a(t) + g(t,x(t)) \int_0^\infty k(t,s)f(s,x(s))\,ds, \quad t \geq 0 \]  
creates a generalization of several kinds of quadratic integral equations. In the case of a bounded interval this equation has the form
\[ x(t) = a(t) + g(t,x(t)) \int_a^b k(t,s)f(s,x(s))\,ds, \quad t \in [a,b] \]  

On the other hand, Equation (1) contains, as a special case, the classical Hammerstein integral equation on an unbounded interval having the form
\[ x(t) = a(t) + \int_0^\infty k(t,s)f(s,x(s))\,ds, \quad t \geq 0 \]  

Indeed, putting \( g(t,x(t)) \equiv 1 \) in Equation (1), we obtain Equation (3).

In the last 35 years or so, many authors have studied the existence of solutions for several classes of nonlinear quadratic integral equations. For example, see the papers by Argyros [7], Caballero et al. [8] and Darwish [9].

It is worth mentioning that up to now only few papers have dealt with the numerical solutions of quadratic integral equations. In [10] El-Sayed et al. concerned with the two methods; Picard method and Adomian method for solving quadratic integral equations. Adomian’s decomposition method (ADM) is useful and powerful method for solving linear and nonlinear functional equations [11-13]. Recently a great deal of interest has been focused on the application of Adomian’s decomposition method to solve a wide variety of stochastic and terministic problems [14,15].

Since this method was first presented in the 1980’s, Adomian’s decomposition method has led to several modifications made by various researchers in attempt to improve the accuracy or expand the application of the original method. A reliable modification to the standard (ADM) was proposed by Wazwaz [16], the modification arises in the initial definition of the operator when applying the (ADM) to the differential or integral equations.

In the study of non-homogenous equations, the noise term phenomenon is rather useful because of the role it plays in the rapid convergence of solutions obtained by (ADM). In this work, we apply the modified Adomian decomposition method to quadratic integral equations. Also, we are considering the appearance of noise terms in the solution of non-homogenous quadratic integral equations.
2. The Modified Adomian Decomposition Method

2.1. The Standard Adomian Method

Consider the quadratic integral equation

\[ x(t) = a(t) + g(t, x(t)) \int_0^t f(s, x(t)) \, ds \quad (4) \]

The existence of continuous solution on this nonlinear quadratic integral equations was proved in [10]. Applying (ADM) to Equation (4), the solution can be written as infinite series

\[ x(t) = \sum_{i=0}^{\infty} x_i(t) \quad (5) \]

**Theorem (1)**

Let the solution of the quadratic integral equation (4) exist. If \( |x_i(t)| < l \), \( l \) is a positive constant, then the series solution (5) of the quadratic integral equation (4) using (ADM) converges.

**Theorem (2)**

If the series of numerical implementation of Adomian decomposition method is convergent, then it converges to the exact solution.

We set

\[ x_0(t) = a(t) \quad (6) \]

and remaining terms are to be determined by a recursive relationship

\[ x_i(t) = A_{i-1}(t) \int_0^t B_{i-1}(s) \, ds \quad (7) \]

where \( A_i \) and \( B_i \) are Adomian polynomials of the nonlinear terms \( g(t, x(t)) \) and \( f(s, x(t)) \) respectively, which have the form

\[ A_n = \frac{1}{n!} \frac{d^n}{dx^n} \left[ g(t, \sum_{i=0}^{\infty} \lambda^i x_i) \right]_{\lambda=0} \quad (8) \]

\[ B_n = \frac{1}{n!} \frac{d^n}{dx^n} \left[ f(t, \sum_{i=0}^{\infty} \lambda^i x_i) \right]_{\lambda=0} \quad (9) \]

Substituting the decomposition (5) into both sides of (4) yields

\[ \sum_{i=0}^{\infty} x_i(t) = a(t) + g(t, \sum_{i=0}^{\infty} x_i(t)) \int_0^t f(s, \sum_{i=0}^{\infty} x_i(t)) \, ds \quad (10) \]

The components \( x_0(t), x_1(t), x_2(t), \ldots \) of the unknown function \( x(t) \) are completely determined in a recurrent manner if we set

\[ x_0(t) = a(t) \]

\[ x_1(t) = A_0(t) \int_0^t B_0(s) \, ds \]

\[ x_2(t) = A_1(t) \int_0^t B_1(s) \, ds \]

and so on.

The recursive relations (6) and (7) reduced the quadratic integral equation under consideration into an elegant determination of components. If an exact solution exists, then the series obtained by Equation (5) rapidly converges to the solution. If the case that a closed form solution cannot obtained, a truncated number of terms can be used to approximate the solution numerically. Research has shown that evaluating a few terms in the series gives an approximation of high degree of accuracy when compared with other numerical methods.

2.2. The Modified Decomposition Method

The modified decomposition method has been developed by Wazwaz [16], many work where have shown that this modification is efficient and minimizes the size of calculation if compared with the standard Adomian decomposition method. To apply this modification we assume that the function \( a(t) \) can be divided into the sum of two parts, namely \( a_0(t) \) and \( a_1(t) \), therefore, we set

\[ a(t) = a_0(t) + a_1(t) \quad (11) \]

In view of this assumption, we propose a slight variation on the components \( x_0(t) \) and \( x_1(t) \). This slight change plays a major role in accelerating the convergence of the solution and minimizing the size of calculations. Based on these suggestions, we formulate the following modified decomposition method

\[ x_0(t) = a(t) \]

\[ x_1(t) = a_1(t) + A_0(t) \int_0^t B_0(s) \, ds \quad (12) \]

\[ x_{k+1}(t) = A_k(t) \int_0^t B_k(s) \, ds, k \geq 0 \]

The success of this method depends mainly on the proper choice of the parts \( a_0(t) \) and \( a_1(t) \). We have been unable to establish any criterion to judge what forms of \( a_0(t) \) and \( a_1(t) \) can be used to yield the acceleration demanded, but selecting a minimal number of terms for \( a_0(t) \) has been found to be effective.

3. The Noise Terms Phenomenon

In applications solved by the Adomian decomposition method, the appearance of noise terms sometimes makes it necessary to compute more terms to observe the self-
cancellations and separate solution terms from the terms whose sum vanishes in the limit. We investigate the phenomenon further in this section.

Adomian and Rach [17] were firstly discussed the appearance of noise terms, they concluded that, the inhomogeneity of the equation is the major and only reason. The appearance of these terms in the first two components of the solution series is considered by Adomian [13] as the first condition of demonstrating a fast convergence of the solution. Wazwaz [18,19] stated the inhomogeneity condition is not sufficient for occurring this phenomenon and he added another necessary condition (if the exact solution explicitly appears in the zeroth component) to interpret this phenomena. Wazwaz [16] modified the Adomian decomposition method by dividing the initial approximation into two parts, and distribute these parts through the calculations. In [20] Wazwaz and Salah expand the same initial approximation using Taylor expansion and insert the terms of this expansion through the calculations, they succeed to avoid noise terms for some integral equations.

Definition (1)
The noise terms are the identical terms with opposite sign that appear within the components $x_0(t)$ and $x_1(t)$. They only exist in specific types of non-homogenous equations.

Remark
If noise terms indeed exist in the $x_0(t)$ and $x_1(t)$ components, then, in general, it could be said that a closed form solution can be obtained after two successive iterations.

In canceling the noise terms from $x_0(t)$ and $x_1(t)$, even though $x_1(t)$ may contain more terms, the remaining non-canceled terms of $x_0(t)$ may give the exact solution of quadratic integral equation. Thus, it necessary to verify that the non-canceled terms of $x_0(t)$ satisfy the quadratic integral equation.

However, if these non-canceled terms do not satisfy the quadratic integral equation, or if the noise terms do not appear between $x_0(t)$ and $x_1(t)$, then it is necessary to compute more components of $x(t)$ to determine the solution in series form. However, not all non-homogenous equations have the noise terms phenomenon.

4. Illustrating Examples
To illustrate the use of modified decomposition method with the noise terms phenomenon we show the following examples.

Example (1)
Consider the following non-linear quadratic integral Equation [10]

$$x(t)=\left(t^2-\frac{t^{10}}{35}\right)+\frac{t}{5} x(t) \int_0^t s^3 x^2(s) \, ds$$

and has the exact solution $x(t)=t^2$.

Applying modified decomposition method (12), we get

$$x_0(t)=t^2$$
$$x_1(t)=-\frac{t^{10}}{35}+\frac{t}{5} x_0(t) \int_0^t s^3 x^2(s) \, ds$$

(14)

$$x_{k+1}(t)=\frac{t}{5} x_k(t) \int_0^t s^3 x^2_s(s) \, ds, \quad k \geq 0$$

then

$$x_0(t)=t^2$$
$$x_1(t)=-\frac{t^{10}}{35}+\frac{t^{10}}{35}=0$$

Based on the result we obtained for $x_1$, other component of $x(t)$ will vanish. Consequently, we find that $x(t)=t^2$.

Example (2)
Consider the following non-linear quadratic integral equation [10]

$$x(t)=\left(t^2-\frac{t^{10}}{100}+\frac{t^{20}}{110}\right)+\frac{t^3}{10} x^3(t) \int_0^t (s+1)^2 x^2(s) \, ds$$

and has the exact solution $x(t)=t^3$.

Applying modified decomposition method (12), we get

$$x_0(t)=t^3$$
$$x_1(t)=-\frac{t^{10}}{100}+\frac{t^{20}}{110}+\frac{t}{10} x_0(t) \int_0^t (s+1)^2 x_0^2(s) \, ds$$

(16)

$$x_{k+1}(t)=\frac{t}{10} x_k(t) \int_0^t (s+1)^2 x_k^2(s) \, ds, \quad k \geq 0$$

then

$$x_0(t)=t^3$$
$$x_1(t)=0$$

Based on the result we obtained for $x_1$, other component of $x(t)$ will vanish. Consequently, we find that $x(t)=t^3$.

Example (3)
Consider the following non-linear quadratic integral equation [10]

$$x(t)=t^2-\frac{t}{15}+\frac{t}{16} x^4(t) \int_0^t (s-t) x^4(s) \, ds$$

(17)

and has the exact solution $x(t)=t^2$.

Applying modified decomposition method (12), we get

$$x_0(t)=t^2$$
$$x_1(t)=0$$
Based on the result we obtained for $x(t)$, another component of $x(t)$ will vanish. Consequently, we find that 

$$x(t) = t^2.$$  

**Example (4)**

Consider the following non-linear quadratic integral equation [21]

$$x(t) = e^{-t} + x(t) \int_{0}^{t} \frac{t^2 \ln(1+s|x(s)|)}{2e^{x(s)}} \, ds, 0 < t \leq 2 \quad (18)$$

Applying Adomian decomposition method (7), we get

$$x_{n+1}(t) = x_n(t) + \frac{1}{2} \int_{0}^{t} A_n(s) \, ds, n \geq 1 \quad (19)$$

where $A_n$ are Adomian polynomials of the non-linear terms $\ln(1+s|x(s)|)$ and the solution will be, 

**Table 1** shows a numerical solution for Equation (18) by standard Adomian decomposition method.

### Table 1. The numerical solution for example (4) by standard ADM.

<table>
<thead>
<tr>
<th>$t$</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.4</th>
<th>1.6</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ADM) solution</td>
<td>0.818926</td>
<td>0.671897</td>
<td>0.552921</td>
<td>0.456136</td>
<td>0.376724</td>
<td>0.31109</td>
<td>0.256612</td>
<td>0.210726</td>
<td>0.173748</td>
<td>0.142602</td>
</tr>
</tbody>
</table>

5. Conclusion

The appearance of noise terms in the approximate solution using Adomian decomposition method plays a major role in accelerating the convergence of the solution of quadratic integral equation and minimizing the size of calculations if an exact solution exists. If the case that a closed form solution cannot be obtained as in Example (4), the solution determined in approximate form.
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