A Comparative Study of the Novel Ratio Difference Method versus Conventional Spectrophotometric Techniques for the Analysis of Binary Mixture with Overlapped Spectra
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ABSTRACT

The smart novel ratio difference spectrophotometric method was developed and validated for the determination of a binary mixture of Sodium cromoglicate (SCG) and Fluorometholone (FLU) in presence of benzalkonium chloride without prior separation. The results were compared to that of the conventional methods (dual wavelength and first derivative of ratio spectra). The suggested methods were validated in compliance with the ICH guidelines and were successfully applied for determination of SCG and FLU in their laboratory prepared mixtures and commercial ophthalmic solution. The novel method showed significant advantages over the conventional methods regarding simplicity, minimal data manipulation and maximum reproducibility and robustness; which enabled the analysis of binary mixtures with overlapped spectra for routine quality control testing with quite satisfactory.
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1. Introduction

The spectrophotometric based methods have the advantages of being the most simple, fast and applicable in all laboratories, as most of the active compounds show absorbance in the UV region. But usually compounds are present in the form of mixtures through which they exhibit strongly overlapped spectra that impede their simultaneous determination. Different manipulating techniques for absorption such as using different order derivatives [1-3], derivatives of the ratio spectrum [1,2,4], ratio subtraction [5,6], dual wavelength [7,8] and chemometric-assisted techniques [3,4] gave a solution for this problem.

The aim of this work is to develop and conduct a comparative study on the novel ratio difference method and two conventional spectrophotometric methods (dual wavelength and first derivative of ratio spectra) for resolving those mixtures with spectral interfering problems without preliminary separation.

The novel method showed significant advantages over the other methods regarding simplicity, maximum reproducibility and robustness; and minimal data manipulation as it does not require any sophisticated apparatus or computer programs.

The paper deals with the use of smart original mathematical techniques utilizing the constant present in the ratio spectra, and how this could be adapted to resolve spectral overlap of Sodium cromoglicate (SCG) and Fluorometholone (FLU) in their binary mixture in the presence of benzalkonium chloride as a preservative without preliminary separation.

Sodium cromoglicate (SCG) is a mast cell stabilizer that inhibits the release of histamine and other inflammatory mediators from sensitized mast cells. Fluorometholone (FLU) is a corticosteroid employed for its glucocorticoid activity. Both drugs are formulated together in the form of ophthalmic solution for treatment of allergic conjunctivitis & vernal keratoconjunctivitis [9]. The chemical structures of both drugs [10] were shown in Figure 1. No methods have been reported for the analysis of the binary mixture of the two drugs.

Theory of the Novel Method

Lotfy et Hagazy [11] introduced the ratio difference spectrophotometric method (RDSM), in which the amplitude difference between two points on the ratio spectra of a mixture is directly proportional to the concentration...
Figure 1. The chemical structures of (a) Sodium cromoglicate (SCG) and (b) Fluorometholone (FLU).

of the component of interest; independent of the interfering component.

For a mixture of the two drugs (X) and (Y), X can be determined by dividing the spectrum of the mixture by a known concentration of Y as a divisor (Y'). The division will give a new curve that represents

\[
\frac{X + Y}{Y'} = \frac{X}{Y'} + \frac{Y}{Y'} = \frac{X}{Y'} + \text{constant}.
\]

By selecting two wavelengths (\(\lambda_1\) and \(\lambda_2\)) on the obtained ratio spectrum and subtracting the amplitudes at these two points the constant \(Y/Y'\) will be cancelled along with any other instrumental error or any interference from the sample matrix.

Suppose the amplitudes at the two selected wavelength are \(P_1\) and \(P_2\) at \(\lambda_1\) and \(\lambda_2\), respectively; by subtracting the two amplitudes the interfering substance Y shows no interference; then;

\[
P_1 - P_2 = [(X/Y')_1 + \text{constant}] - [(X/Y')_2 + \text{constant}] = (X/Y')_1 - (X/Y')_2.
\]

The concentration of X is calculated by using the regression equation representing the linear relationship between the differences of ratio spectra amplitudes at the two selected wavelengths versus the corresponding concentration of drug (X). Similarly, Y could be determined by the same procedure using a known concentration of X as a divisor X'.

2. Experimental

2.1. Apparatus and Software

Shimadzu-UV 1800 double beam UV-Visible spectrophotometer (Japan) with matched 1 cm quartz cells at 200 - 800 nm range was used for all absorbance measurements. Spectra were automatically obtained by Shimadzu UV-Probe 2.32 system software.

2.2. Chemicals and Reagents

Pure samples. Sodium cromoglycate (SCG) was kindly supplied by Sigma Pharmaceutical Industries Limited; Al-Monofeya, Egypt, While Fluorometholone (FLU) was kindly supplied by Egypt Egyptian International Pharmaceutical Industries Co. (EIPICO), Cairo, Egypt. Their purity was found to be 100.80 ± 0.74 and 100.12 ± 0.52 for SCG and FLU respectively by the official methods [10].

Market sample. Fluca® eye drops, labeled to contain 20 mg of SCG and 1mg of FLU per 1 mL (Batch number: LM036), was manufactured by Jamjoompharma, Kingdom of Saudi Arabia.

Solvents. Methanol of spectroscopy grade supplied from (S. D. Fine-Chem Limited-Mumbai); and distilled water were used.

2.3. Standard Solutions

Stock solutions: prepared in a solvent mixture of methanol: water (50:50 v/v), of concentration 1 mg/mL and 0.5 mg/mL for SCG and FLU, respectively; and stored in dark bottles at 4°C.

Working solutions: freshly prepared by dilution from the stock solutions with solvent mixture to get concentrations of 50 \(\mu\)g/mL and 20 \(\mu\)g/mL of SCG and FLU respectively.

2.4. Procedure

2.4.1. Linearity and Construction of Calibration Curves

Linearity of SCG. Aliquots (0.5 - 7.0 mL) of SCG working solution (50 \(\mu\)g/mL) were transferred into a series of 10 mL volumetric flasks, and the volume was completed with solvent mixture. The absorption spectra were measured for the prepared solutions at (200 - 400 nm) against solvent mixture as a blank.

The absorbance difference at two selected wavelengths 230 and 253 nm was recorded. Calibration curve relating the absorbance difference at the selected wavelengths to the corresponding concentrations was constructed and the regression equation was computed.

The absorbance difference at two selected wavelengths 230 and 253 nm was recorded. Calibration curve relating the absorbance difference at the selected wavelengths to the corresponding concentrations was constructed and the regression equation was computed.

The zero order spectra of the prepared solutions were divided by the spectrum of 8 \(\mu\)g/mL FLU. The amplitudes of the ratio spectra were measured at 274.5 and 252.3 nm. Calibration curve relating the difference in amplitude of ratio spectra (\(AP_{274.5 - 252.3}\)) to the corresponding concentrations was constructed and the regression equation was computed.
The first derivative of the stored ratio spectra 1DD were recorded \((\Delta \lambda = 8; \text{ scale 20})\). Calibration curve relating the 1DD amplitude at 260.5 nm to the corresponding concentrations was constructed and the regression equation was computed.

Linearity of FLU. Aliquots (1.0 - 8.0 mL) of FLU working solution (20 \(\mu\)g/mL) were transferred into a series of 10 mL volumetric flasks, and the volume was completed with solvent mixture. The absorption spectra were measured for the prepared solutions at (200 - 400 nm) against solvent mixture as a blank.

The absorbance difference at two selected wavelengths 242 and 222.5 nm was recorded. Calibration curve relating the absorbance difference at the selected wavelengths to the corresponding concentrations was constructed and the corresponding regression equation was computed.

The zero order spectra of the prepared solutions were divided by the spectrum of 10 \(\mu\)g/mL SCG. The peak amplitudes of the ratio spectra were measured at 252 and 305 nm. Calibration curve relating the difference in amplitude of ratio spectra \((\Delta P_{252-305})\) to the corresponding concentrations was constructed and the regression equation was computed.

The first derivative of the stored ratio spectra 1DD were recorded \((\Delta \lambda = 8; \text{ scale 20})\). Calibration curve relating the 1DD amplitude at 258.8 nm to the corresponding concentrations was constructed and the regression equation was computed.

2.4.2. Application to Laboratory Prepared Mixtures

Into two series of 10 mL volumetric flasks (A & B), accurate aliquots of SCG and FLU were transferred from their working solutions (50 \(\mu\)g/mL and 20 \(\mu\)g/mL), respectively, to prepare mixtures containing different ratios of the two drugs. Each flask in the second series (B) was spiked with 40 \(\mu\)g of FLU from its working solution (2 mL). Complete both series to volume with the solvent mixture. SCG was determined using series A, FLU was determined using series B. Proceed as detailed under linearity for both drugs. The concentration of each drug was calculated after subtraction of the added concentration (FLU solution 4 \(\mu\)g/mL analyzed by using the same procedure). When carrying out the standard addition technique, different known concentrations of pure standard SCG and FLU were added to the pharmaceutical dosage form before proceeding in the previously mentioned methods.

2.4.3. Application to Pharmaceutical Preparation

One milliliter was accurately transferred from Fluca® eye drops to a 100 mL volumetric flask and diluted to the mark with solvent mixture to get 200 \(\mu\)g/mL of SCG and 10 \(\mu\)g/mL of FLU; the prepared solution was filtered through 0.45 \(\mu\)m Millipore syringe membrane filter. One milliliter of the prepared solution was transferred into two separate 10 mL volumetric flasks. Complete the first flask to volume with solvent mixture to obtain solution with a final concentration 20 \(\mu\)g/mL of SCG and 1 \(\mu\)g/mL of FLU, while the second flask was spiked with 40 \(\mu\)g of FLU from its working solution (2 mL) and complete to volume with solvent mixture. SCG was determined from the first flask and FLU was determined from the second flask. Proceed as detailed under linearity for both drugs. The concentration of each drug was calculated using the corresponding regression equation. The claimed concentration of FLU in the solution was calculated after subtraction of the added concentration (FLU solution 4 \(\mu\)g/mL analyzed by using the same procedure). When carrying out the standard addition technique, different known concentrations of pure standard SCG and FLU were added to the pharmaceutical dosage form before proceeding in the previously mentioned methods.

3. Results and Discussion

The aim of this work was to develop simple, sensitive, selective and precise spectrophotometric method for the simultaneous determination of the components in binary mixtures with overlapping spectra without previous separation. The binary mixture of SCG and FLU was chosen as an example for the application.

Two major problems raised upon the analysis of this binary mixture which were: the overlapped spectra with large difference between the absorbivities of the two drugs; and the ratio of the drugs in the dosage form SCG: FLU (20:1) which make it difficult to determine FLU accurately. On the analysis of mixtures of compounds of largely variable absorbivities, there is a need to use higher concentration of the component mixture solution to analyze those with low absorbivity this may lead to a deviation from Beer’s law due to the electrostatic attraction between ions [12]. To facilitate the determination of the minor component (FLU), there is a need to increase its concentration in the binary mixture using sample enrichment technique. This is done adding fixed amounts of standard FLU to each experiment then subtract its concentration before calculating the claimed concentration of the drug. This technique has been used to solve the same problem for analyzing other drug mixtures [11,13]. The UV absorption spectra \((D_{\lambda})\) of SCG and FLU are shown in Figure 2, where FLU couldn’t be resolved by direct derivative spectrophotometry. So, different spectral manipulating techniques, including the novel method, have been applied.

3.1. Dual Wavelength Method (DWM)

The principle for dual wavelength method is that the absorbance difference between two points on the mixture spectra is directly proportional to the concentration of...
component A; while for component B the absorbance difference equals to zero.

For the determination of SCG two wavelengths (230 and 253 nm) were selected where the absorbance difference between the two wavelengths is directly proportional to the concentration of SCG and the absorbance difference of FLU at these wavelengths is zero.

For the determination of FLU two wavelengths (242 and 222.5 nm) were selected where the absorbance difference between the two wavelengths is directly proportional to the concentration of FLU and the absorbance difference of SCG at these wavelengths is zero, Figure 2.

The main disadvantage of this method is the restriction in the choice of the selected wavelengths which are restricted to those wavelengths with constant absorbance of the interfering substance. This lead to the necessity of critical measurement of the absorbance of the component of interest, as any minor change in the selected wavelengths will affect the results and subsequently shows poor reproducibility and robustness.

3.2. First Derivative of Ratio Spectra (1DD)

Salinas et al. [14] developed the derivative ratio spectrophotometry. This is done first by the division of the mixture’s spectrum by the spectrum of one fixed component named “divisor”. Then the derivative ratio spectrum of that mixture will be independent on that component “divisor”, and the other component can be determined with no interference. The main disadvantage of the ratio-spectra derivative spectrophotometry is the multiple manipulating steps: division then calculating the derivative.

Different concentrations of SCG (5, 10 and 15 μg/mL) and of FLU (4, 8 and 12 μg/mL) were tested as a divisor but the concentrations 10 μg/mL of SCG and 8 μg/mL of FLU gave minimum noise in ratio spectra and maximum sensitivity. The wavelength increment over which the derivative is obtained (Δλ) was carefully tested; Δλ = 8 with medium scanning speed was chosen to perform measurements to obtain minimum noise, Figure 3.

Several amplitude peaks were observed for both drugs spectra but the previous wavelength showed minimum noise and best recovery percentages in laboratory prepared mixtures. The concentrations were calculated using the regression equations representing the linear relationship between the 1DD of each at 260.5 and 258.8 nm versus the corresponding concentrations of SCG and FLU, respectively.

---

**Figure 2.** UV spectra of SCG (5 µg/mL), FLU (10 µg/mL), benzalkonium chloride (10 µg/mL) and mixture of 5 µg/mL of SCG and 10 µg/mL of FLU against solvent mixture of methanol:water (50:50 v/v) as blank.

**Figure 3.** (a) 1DD spectra of SCG (2.5 - 35 μg/mL); (b) 1DD spectra of FLU (2 - 14 μg/mL).
3.3. Ratio Difference Spectrophotometric Method (RDSM)

The most striking feature of the ratio difference method is its simplicity, accuracy and reproducibility. This novel method has the ability of solving severely overlapped spectra without prior separation meanwhile it doesn’t require any sophisticated apparatus or computer programs. The basic principle of the RDSM is that the amplitude difference between two points on the ratio spectra of a mixture is directly proportional to the concentration of the component of interest; independence of the interfering component.

The advantage of this method over the DWM is the complete elimination of the interfering component in the form of constant and the difference at any two points will be equal to zero, so there is no need for critical measurements which leads to highly reproducible and robust results. The advantage over the 1DD method is the reduced manipulating steps (eliminates the step of derivative calculation, so signal to noise ratio is enhanced).

For the determination of SCG concentration by this method, the only requirement was the contribution of the SCG and FLU at the two selected wavelengths (274.5 and 252.3 nm) where the ratio spectra of the FLU showed the same amplitudes (constant) whereas SCG ratio spectra showed significant difference in these two amplitude values at these two selected wavelengths with concentration. Similarly, another two wavelengths (252 and 305 nm) were selected for the estimation of the FLU, as shown in Figure 4.

The linearity of the amplitude values at each of the chosen wavelength against the corresponding concentration should be checked to ensure minimal noise to signal ratio at these wavelengths. By applying the ratio difference method, the difference between the two amplitude values is measured by subtraction the two values at the two selected wavelengths, so the noise will be completely cancelled.

The selected divisors should compromise between minimal noise and maximum sensitivity, so the divisors were chosen as in 1DD method. The SCG solutions (2.5 - 35 µg/mL) spectra were divided by the spectrum of FLU (8µg/mL) and the FLU solutions (2 - 16 µg/mL) spectra were divided by the spectrum of SCG (10 µg/mL). The concentration of SCG was calculated by using the regression equation representing the linear relationship between the differences of these ratio spectra amplitudes at the two selected wavelengths versus the corresponding concentration of drug SCG. Similarly, FLU could be determined by the same procedure.

All spectral measurements were done without interference of Benzalkonium chloride (preservative present in Fluca® eye drops) which did not show any absorption and its contribution to the absorption of the mixture above 220 nm was considered to be negligible at a concentration up to100 µg/mL, so the ternary mixture in range (220 - 400 nm) acts as a binary mixture of FLU and SCG.

The corresponding concentration ranges, calibration equations and other statistical parameters for the proposed methods were listed in Table 1. The selectivity of the proposed procedures was assessed by the analysis of laboratory prepared mixtures containing different ratios of the two drugs, where satisfactory results were obtained over the calibration ranges as shown in Table 2. The proposed procedures were also applied for the determination of SCG and FLU in Fluca® eye drops; and were compared to the manufacturer HPLC method [15]. The validity of the proposed procedures is further assessed by applying the standard addition technique. The results obtained are shown in Table 3.

4. Methods Validation

Method validation was performed according to ICH guidelines [16] for the proposed methods as follows.

4.1. Range and Linearity

The linearity of the proposed methods was evaluated by processing the different calibration curves on three dif-
different days. The calibration curves were constructed within concentration ranges that were selected on the basis of the anticipated drugs concentration during the assay of the dosage form. For the DWM, the difference of absorbance between the two selected wavelengths at lower concentrations showed higher percentage error due to its small value, so the ranges for SCG and FLU were (5 - 25 µg/mL) and (5 - 16 µg/mL) respectively, while for the RDSM and 1DD the range of SCG was (2.5 - 35 µg/mL), and FLU was (2 - 14 µg/mL). The RDSM and 1DD showed a correlation coefficient of (0.9999) while for DWM it was found to be (0.9997). The corresponding concentration ranges, calibration equations and other statistical parameters for the proposed methods were listed in Table 1.

4.2. Limits of Detection and Quantification

The limit of detection (LOD) and limit of quantification (LOQ) were calculated respectively, for both drugs using the proposed methods with a ratio of 3.3 and 10 standard deviations of the blank and the slope of the calibration line, as shown in Table 1. The RDSM showed the lowest LOD and LOQ which proves its maximum sensitivity.

4.3. Accuracy

To study the accuracy of the proposed methods, procedures under study of linearity, for both drugs using the proposed methods, were repeated three times for the determination of six different concentrations of SCG and FLU within the linearity range. The accuracy expressed as percentage recoveries and standard deviation was shown in Table 1. The RDSM showed better percentage recoveries of accuracy with lower relative standard deviation (RSD) than the other methods.

4.4. Precision

The intra-day and intra-day precision of the proposed methods were determined by the analysis of three different concentrations of SCG and FLU, within the linearity range, by three replicate analyses of three pure samples of both drugs on a single day and on three consecutive days, respectively. The RDSM and 1DD methods showed better results with lower RSD values than the DWM. The results were illustrated in Table 1.

4.5. Selectivity

Selectivity was ascertained by analyzing different mixtures containing both drugs in different ratios within the linearity range. The RDSM showed good percentage recoveries with the lowest standard deviation among the other methods. Satisfactory results were shown in Table 2.

Table 1. Assay parameters and method validation obtained by applying the proposed methods.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>DWM</th>
<th>1DD</th>
<th>RDSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCG FLU</td>
<td>SCG FLU SCG FLU SCG FLU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wavelength (in nm)</td>
<td>ΔA&lt;sub&gt;230 - 253&lt;/sub&gt;</td>
<td>ΔA&lt;sub&gt;242 - 222.5&lt;/sub&gt;</td>
<td>ΔP/Δλ&lt;sub&gt;260.5&lt;/sub&gt;</td>
</tr>
<tr>
<td>Calibration range&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5 - 25</td>
<td>5 - 16</td>
<td>2.5 - 35</td>
</tr>
<tr>
<td>LOD</td>
<td>0.422</td>
<td>0.186</td>
<td>0.199</td>
</tr>
<tr>
<td>LOQ</td>
<td>1.279</td>
<td>0.564</td>
<td>0.606</td>
</tr>
<tr>
<td>Slope</td>
<td>0.0222</td>
<td>0.0182</td>
<td>0.0908</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.0087</td>
<td>–0.0069</td>
<td>0.0360</td>
</tr>
<tr>
<td>Mean %&lt;sup&gt;b&lt;/sup&gt;</td>
<td>100.05</td>
<td>99.79</td>
<td>100.14</td>
</tr>
<tr>
<td>RSD</td>
<td>1.36</td>
<td>0.63</td>
<td>0.67</td>
</tr>
<tr>
<td>Accuracy recovery %&lt;sup&gt;c&lt;/sup&gt;</td>
<td>99.58/1.12</td>
<td>99.10/1.32</td>
<td>100.24/0.56</td>
</tr>
<tr>
<td>Repeatability&lt;sup&gt;d&lt;/sup&gt; recovery %&lt;sup&gt;e&lt;/sup&gt;</td>
<td>100.07/1.15</td>
<td>99.81/1.41</td>
<td>100.17/0.58</td>
</tr>
<tr>
<td>Reproducibility&lt;sup&gt;e&lt;/sup&gt; recovery %&lt;sup&gt;f&lt;/sup&gt;</td>
<td>99.76/1.31</td>
<td>100.34/1.39</td>
<td>100.25/0.60</td>
</tr>
<tr>
<td>Robustness recovery %&lt;sup&gt;e&lt;/sup&gt;</td>
<td>99.32/1.79</td>
<td>100.11/2.08</td>
<td>99.87/1.15</td>
</tr>
<tr>
<td>Correlation coefficient (r)</td>
<td>0.9997</td>
<td>0.9997</td>
<td>0.9999</td>
</tr>
</tbody>
</table>

<sup>a</sup>Calibration points: n=8, Concentration in µg/mL; <sup>b</sup>Average of three experiments; <sup>c</sup>The intraday mean value ± standard deviations of three samples of SCG and FLU (5, 10 and 15 µg/mL); <sup>d</sup>The inter-day mean value ± standard deviations of three samples of SCG and FLU (5, 10 and 15 µg/mL). LOD: Limit of detection, LOQ: Limit of quantitation, in µg/mL, ΔA: difference in absorbance; Δλ: difference in wavelength; ΔP: difference in ratio amplitude.
Table 2. Determination of SCG and FLU in laboratory prepared mixtures by applying the proposed methods.

<table>
<thead>
<tr>
<th>SCG-FLU ratio</th>
<th>DWM</th>
<th>1DD</th>
<th>RDSM</th>
<th>DWM</th>
<th>1DD</th>
<th>RDSM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>1:1</td>
<td>9.82</td>
<td>9.88</td>
<td>98.78</td>
<td>9.95</td>
<td>99.51</td>
<td>98.80</td>
</tr>
<tr>
<td>2:1</td>
<td>10.12</td>
<td>9.97</td>
<td>99.68</td>
<td>10.00</td>
<td>100.03</td>
<td>101.24</td>
</tr>
<tr>
<td>5:1</td>
<td>20.09</td>
<td>19.79</td>
<td>98.94</td>
<td>20.23</td>
<td>101.13</td>
<td>20.09</td>
</tr>
<tr>
<td>10:1</td>
<td>20.22</td>
<td>20.37</td>
<td>101.87</td>
<td>20.50</td>
<td>102.50</td>
<td>20.22</td>
</tr>
<tr>
<td>20:1</td>
<td>20.26</td>
<td>20.33</td>
<td>101.64</td>
<td>19.92</td>
<td>99.59</td>
<td>20.26</td>
</tr>
<tr>
<td>Mean ± SD</td>
<td>100.18</td>
<td>± 1.48</td>
<td>100.55</td>
<td>± 1.26</td>
<td>100.78</td>
<td>± 0.64</td>
</tr>
</tbody>
</table>

Table 3. Application of standard addition technique to the analysis of SCG and FLU in Fluca® eye drops (Batch No. LM036) by applying the proposed methods.

<table>
<thead>
<tr>
<th>SCGa</th>
<th>FLUb</th>
</tr>
</thead>
<tbody>
<tr>
<td>DWM</td>
<td>1DD</td>
</tr>
<tr>
<td></td>
<td>%</td>
</tr>
<tr>
<td>5</td>
<td>100.87</td>
</tr>
<tr>
<td>101.76 ± 0.82</td>
<td>99.83</td>
</tr>
<tr>
<td>Mean ± SD</td>
<td>100.25</td>
</tr>
</tbody>
</table>

4.6. Robustness

Testing for robustness involved performing the spectral measurements at ±2 nm. The robustness was calculated as percentage recoveries and relative standard deviation as shown in Table 1. As mentioned before, the RDSM had advantages over the DWM as there is no need for critical measurements. The results revealed that the RDSM and 1DD methods gave robust results (RSD < 2) while DWM proved to be not robust as it gave a RSD > 2.
Table 4. Statistical comparison between the results obtained by the proposed method and the official BP methods [10] for the determination of SCG and FLU in pure powder form.

<table>
<thead>
<tr>
<th></th>
<th>SCG DWM</th>
<th>'DD'</th>
<th>RDSM</th>
<th>Official method</th>
<th>FLU DWM</th>
<th>'DD'</th>
<th>RDSM</th>
<th>Official method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean %</td>
<td>100.05</td>
<td>100.14</td>
<td>100.02</td>
<td>100.60</td>
<td>99.79</td>
<td>99.86</td>
<td>100.03</td>
<td>100.12</td>
</tr>
<tr>
<td>RSD</td>
<td>1.36</td>
<td>0.67</td>
<td>0.37</td>
<td>0.60</td>
<td>0.63</td>
<td>1.20</td>
<td>0.58</td>
<td>0.52</td>
</tr>
<tr>
<td>SEM</td>
<td>0.48</td>
<td>0.24</td>
<td>0.13</td>
<td>0.27</td>
<td>0.22</td>
<td>0.43</td>
<td>0.20</td>
<td>0.23</td>
</tr>
<tr>
<td>n</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>5</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>5</td>
</tr>
</tbody>
</table>
| Student’s t-test (2.201)
(6.094) |
|       | 0.417   | 1.264| 2.177| 0.989           | 0.510   | 0.261| 0.261|                 |
| F value (6.094) |
|       | 5.150   | 1.240| 2.588| 1.447           | 5.441   | 1.245| 1.245|                 |

*aBP methods for SCG is potentiometric titration method, while for FLU is HPLC method; *Figures between parentheses represent the corresponding tabulated values of t and F at P = 0.05 at 11 degree of freedom.

Table 5. Results of ANOVA (single factor) for comparison of the proposed for the determination of SCG and FLU in pharmaceutical dosage form.

<table>
<thead>
<tr>
<th>Source of variation</th>
<th>Degree of freedom</th>
<th>Sum of squares</th>
<th>Mean square</th>
<th>F value*</th>
<th>P value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between columns SCG</td>
<td>2</td>
<td>0.3595</td>
<td>0.1798</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within columns SCG</td>
<td>15</td>
<td>7.132</td>
<td>0.4755</td>
<td>0.3781</td>
<td>0.6915</td>
</tr>
<tr>
<td>Total SCG</td>
<td>17</td>
<td>7.492</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between columns FLU</td>
<td>2</td>
<td>0.01764</td>
<td>0.008822</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within columns FLU</td>
<td>15</td>
<td>10.008</td>
<td>0.6672</td>
<td>0.0132</td>
<td>0.9869</td>
</tr>
<tr>
<td>Total FLU</td>
<td>17</td>
<td>10.026</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*There was no significance difference between the methods using one-way ANOVA at P < 0.05.

5. Statistical Analysis

Table 4 showed statistical comparison of the results obtained by the proposed methods and official methods [10]. The calculated t and F values were less than the theoretical ones indicating that there was no significant difference between the proposed and the official methods with respect to accuracy and precision. One-way ANOVA was applied for the comparison of the proposed methods; Table 5 shows that there was no significant difference between the novel RDSM and the conventional methods, proving the validity of the novel method.

6. Conclusion

The developed RDSM method has the advantages of being simpler and selective than the conventional spectrophotometric ones as it does not need critical measurement at fixed wavelengths or any derivative calculation, hence signal to noise ratio is enhanced and by difference between two wavelengths, noise will be cancelled. The developed methods do not need sophisticated instruments or any prior separation steps and so it can be used as alternative methods to LC methods in laboratories lacking the required facilities for these techniques for the analysis of any binary mixture without any limitation or specified requirement except that the two spectra of the proposed drugs should be contributed at the chosen wavelengths.
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