Bayesian Learning of Climate Sensitivity I: Synthetic Observations
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ABSTRACT

The instrumental temperature records are affected by both external climate forcings—in particular, the increase of long-lived greenhouse gas emissions—and natural, internal variability. Estimates of the value of equilibrium climate sensitivity—the change in global-mean equilibrium near-surface temperature due to a doubling of the pre-industrial CO₂ concentration—and other climate parameters using these observational records are affected by the presence of the internal variability. A different realization of the natural variability will result in different estimates of the values of these climate parameters. In this study we apply Bayesian estimation to simulated temperature and ocean heat-uptake records generated by our Climate Research Group’s Simple Climate Model for known values of equilibrium climate sensitivity, \( \Delta T_{2x} \), direct sulfate aerosol forcing in reference year 2000, \( F_{ASA} \), and oceanic heat diffusivity, \( \kappa \). We choose the simulated records for one choice of values of the climate parameters to serve as the synthetic observations. To each of the simulated temperature records we add a number of draws of the quasi-periodic oscillations and stochastic noise, determined from the observed temperature record. For cases considering only values of \( \Delta T_{2x} \) and/or \( \kappa \), the Bayesian estimation converges to the value(s) of \( \Delta T_{2x} \) and/or \( \kappa \) used to generate the synthetic observations. However, for cases studying \( F_{ASA} \), the Bayesian analysis does not converge to the “true” value used to generate the synthetic observations. We show that this is a problem of low signal-to-noise ratio: by substituting an artificial, continuously increasing sulfate record, we greatly improve the value obtained through Bayesian estimation. Our results indicate Bayesian learning techniques will be useful tools in constraining the values of \( \Delta T_{2x} \) and \( \kappa \) but not \( F_{ASA} \). In our Group’s future work we will extend the methods used here to the observed, instrumental records of global-mean temperature increase and ocean heat uptake.
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1. Introduction

Previous work by our Group [1] has sought to constrain values of the equilibrium climate sensitivity, \( \Delta T_{2x} \)—the change in global-mean equilibrium near-surface temperature due to a doubling of the pre-industrial CO₂ concentration, direct sulfate aerosol forcing, \( F_{ASA} \), and oceanic heat diffusivity, \( \kappa \), based on a comparison of the root-mean-square error difference between the simulated records produced by our Simple Climate Model [2] and the observed instrumental temperature records [3-7] and ocean heat-uptake [8] record.

These optimizations produce only a single value of \( \Delta T_{2x} \), \( F_{ASA} \), and \( \kappa \) for each combination of temperature and heat-uptake records used. If these records contained only the response to external forcings of the climate system then, assuming we had perfect knowledge of these external forcings, we would be able to constrain the values of the climate parameters exactly. However, the instrumental records contain not only the Earth’s response to the external climate forcings, but also variability internal to the climate system. This internal variability includes the “quasi-periodic oscillations” (QPOs) [9]—climate oscillations that do not have perfectly regular periods and amplitudes—and a random component that may be considered as stochastic noise.

The observed temperature and ocean heat-uptake records contain but a single realization of the natural variability (NV). However, this NV influences the model’s estimation of climate parameters. The values obtained by [1] are optimized for the single realization of NV that has occurred in the observed record. Had the realization of NV been different, the values for the climate parameters obtained by [1] would have been different as well. Our motivation here is to consider different realizations of NV and the effects these realizations will have on the estimations of climate sensitivity, aerosol forcing and oceanic diffusivity, with the ultimate goal of applying these techniques to the instrumental records.
Previously our Group [10] used a bootstrap resampling technique [11] to generate a number of proxies of NV. The bootstrap resampling considers the difference between the observed and model-simulated temperatures or oceanic heat uptake. The original residuals are transformed to uncorrelated data, resampled, and transformed back to a sample from the original data with the same autocorrelation as in the original sample.

Here we incorporate a different technique to investigate the uncertainty in estimations of climate sensitivity, aerosol forcing and oceanic diffusivity: Bayesian analysis. The Bayesian estimation method combines observations with model output and prior information on parameter values. It has become an increasingly popular technique for estimation of parameters in climate research. While our ultimate goal is to apply these techniques to the instrumental data, our focus here is to discuss the development of our methods and their application to synthetic data, whose climate parameters are known.

In Section 2 we discuss Bayes’ theorem and our application thereof, our use of our Group’s Simple Climate Model (SCM), and our generation of different realizations of NV. In Section 3 we present results examining solely one climate parameter at a time. Trials examining multiple climate parameters simultaneously are shown in Section 4. Finally in Section 5 we discuss our results and intentions for future work.

2. Methods

Our primary technique is Bayesian estimation—an analysis of probability where Bayes’ theorem is used to update the probability estimate for a hypothesis as new information becomes available. As such, Bayesian learning makes use of both an estimation of the likelihood of a proposition based on currently available data, as well as a prior estimate. We also make use of our Group’s SCM and a program to generate different realizations of natural variability consistent with those in the observed temperature record and ocean heat-uptake record [12,13].

Since the introduction of the techniques to the climate sciences [14], Bayesian estimation has become an increasingly popular tool for atmospheric scientists [15]. Bayesian analysis has been used to estimate ranges for global climate parameters including equilibrium climate sensitivity, aerosol radiative forcing and oceanic diffusivity [16-20], detection and attribution of observed climate changes [21-23], and expected future warming under emissions scenarios [24]. Bayesian analysis has also been used to combine multi-model projections of simulated global temperature increases [25-27] and probabilities of particular changes in mean surface temperature and precipitation [28-30]. The techniques have also been applied to regional and local scales such as North Pacific sea-surface temperature projections [31], regional precipitation [32] and temperature [33,34] projections, tropical cyclone frequency and track locations [35-46], Arctic ice occurrence [47], and water management, streamflow and flooding [48-52]. Bayesian estimation has also been used in paleoclimate studies using isotope data [53]. This is not an exhaustive list of the applications of Bayesian techniques to the atmospheric sciences, but rather is intended to indicate the recent frequency of application to problems in weather and climate.

Bayes’ theorem relates the posterior probability distribution function (PDF) P for a variable θ, given a set of observations x, to a prior probability distribution function and the conditional probability L of observations x given information on θ. This latter term is defined as the likelihood function. Mathematically this is expressed as

\[ P(\theta|x) = \frac{L(x|\theta)P(\theta)}{P(x)} \]

where

\[ P(x) = \int L(x|\theta)P(\theta)d\theta \]

serves to normalize the expression such that

\[ 0 \leq P(\theta|x) \leq 1 \]

To explain Bayes’ theorem more simply, the left-hand side of the first equation above is the probability of θ assuming x is true. The factor L on the right-hand side, the likelihood function, is the probability of x assuming θ is true. The factor P(θ), the prior, is simply the probability distribution function for θ that we assumed before learning the new information. Hence the posterior PDF, P(θ|x), is related to the probability of x assuming a given choice of θ is true based on the current information, weighted by the probability that θ is true based on the previous information.

We consider trials with variations in one, two, or all three climate parameters. If we choose j = 1, 2, ···, jmax values of ΔT2x, j = 1, 2, ···, jmax values of FASA and k = 1, 2, ···, kmax values of κ, then we will have jmax × jmax × kmax simulated observational records. However we also consider runs looking at only one or two of the climate parameters. In those cases we will simply choose fixed values for the climate parameter(s) not under study and perform our Bayesian iteration on the other parameter(s).

These simulated records are produced by prescribing the values of ΔT2x, FASA and/or κ in our SCM and running the model. For a discussion of the SCM and its forcings, see [1].

To begin the Bayesian analysis, we must state a prior. For the cases shown here, we use a uniform prior. We have also tried Gaussian and Jeffreys priors and obtained similar results.

We now describe the procedure used to obtain our likelihood function L. The procedure is illustrated conceptually in Figure 1. We first simulate the temperature...
change using the SCM for the observed radiative forcing and for multiple prescribed values of climate sensitivity—five here for illustration; (B) One draw of the NV is taken and added to each simulated temperature change; (C) Close-up of the area enclosed in the red square in (B); (D) The procedure is repeated for another time step and each draw of NV.

These simulated temperature-change records, with NV added, are then compared to the observed temperature changes, either real or synthetic—the latter created by the SCM. At each time step we examine, we ask whether each temperature-change and/or ocean-heat uptake record with NV added is within a given difference from the observed data—the tolerance. Here the tolerances chosen were 0.01°C for temperature and 1 Wm⁻² for ocean heat uptake, although our results were insensitive to other choices. For cases where we consider two or three of the climate parameters simultaneously, each simulated + NV record must be within the prescribed tolerance to pass. For example, in a case considering ΔT₂x and κ, both the simulated + NV global-mean temperature record must be within the tolerance of the synthetic observed global-mean temperature, and the simulated + NV ocean heat-uptake must be within the tolerance of the synthetic observed ocean heat-uptake, in order to pass.

We generate different expressions of natural variability using Singular Spectrum Analysis [55] and the ARFit package for MATLAB [12,13]. We begin by performing SSA on the observed temperature and/or ocean heat-uptake record. The leading modes found through SSA combine to form a non-oscillatory trend, and we remove this trend from the record. This leaves the portion of the record attributable to internal variability.

We use the ARFit package to fit the internal variability to an autoregressive model, and then generate n = 1, ···, n max realizations of NV with the same autoregressive parameters as those found from the SSA analysis. Each of these draws of NV is added to the simulated records produced by the SCM. Hence, for a three-parameter case where i max × j max × k max simulations are made in the SCM, there are now i max × j max × k max × n max records considered in our Bayesian analysis.

Simulated + NV values within the tolerance—in the case illustrated in Figure 1(C), the first, second and third NV-added temperature changes from the bottom—are considered as having passed at this time step, while the others have not passed. As the likelihood function is normalized over the number of passed draws at each time step, the value of the likelihood function for the case in Figure 1(C) is therefore one-third for simulations + NV 1, 2, and 3; and 0 for simulations + NV 4 and 5. The procedure is repeated for each time step and each draw of NV. For the time step shown in Figure 1(D) the third, fourth, and fifth simulation + NV from the bottom are passed, so the likelihood function at this time step for this draw of NV is one-third for simulations + NV 3, 4, and 5; and 0 for simulations + NV 1 and 2. Each draw of NV produces a different likelihood function, so we average over many draws of the NV to obtain our final estimates. In practice, we use 50 values of the climate parameter(s) to simulate the temperature changes and 1000 draws of the NV for each simulated temperature change.

We then go to the first timestep at which we wish to update our Bayesian estimation. For the results shown here, we perform the Bayesian update every fifth year. We then ask, for each value of ΔT₂x, FASA, and/or κ considered, whether the value of the global temperature change, interhemispheric temperature difference (IHD), or ocean heat uptake, respectively, is within a given tolerance of the value for the case selected as “truth”. This analysis gives us the likelihood at each timestep: assuming the value of ΔT₂x, FASA, and/or κ is true, what is the probability the change in the data is within the prescribed range?

Let us first consider a one-dimensional case, with i max simulations from the model and j max draws of noise. For example, for the first simulated NV record n = 1 and pa-
rameter \( \lambda \), we compute the following, where \( \Delta D \) is the change in the data value (for equilibrium climate sensitivity, the change in global-mean temperature) and \( \lambda \) is the value of the climate parameter (the equilibrium climate sensitivity):

\[
p_{n+1}(\lambda/\Delta D) = \frac{p_{n+1}(\Delta D/\lambda)p(\lambda)}{p_{n+1}(\Delta D)} \quad (1)
\]

The first term in the numerator on the right-hand side is the likelihood, and the second term in the numerator on the right-hand side is the prior. The term in the denominator serves to normalize the expression.

Since there are \( n = 1, \ldots, n_{\text{max}} \) realizations of the NV, we generate \( n_{\text{max}} \) realizations of \( p_{n}(\lambda/\Delta D) \) at each time step. As each of these \( n_{\text{max}} \) realizations of \( p_{i} \) is equally likely, we simply average them together to obtain a single posterior at each time step \( p_{n}(\lambda/\Delta D) \). That is to say,

\[
p(\lambda/\Delta D) = \frac{\sum_{n=1}^{n_{\text{max}}} p_{n}(\lambda/\Delta D)}{n_{\text{max}}} \quad (2)
\]

This unique final value of the posterior, averaged over all \( n_{\text{max}} \) realizations, is then used as the prior for all \( n_{\text{max}} \) calculations at the next time step.

For the other climate parameters—direct sulfur forcing, oceanic diffusivity coefficient—we can compute the Bayesian probability similarly, where the data are the IHD or, the oceanic heat uptake, respectively.

For cases examining two or three variables simultaneously, there is an additional step involved. For example, if there are now two parameters under consideration, we must examine two data records, and each data record must be within the tolerance of its “true” simulated record to be counted as a match. This allows us to produce a two-dimensional likelihood, \( L_{n+1}(\Delta D_{1}, \Delta D_{2}/\lambda_{1}, \lambda_{2}) \) likelihood, the probability of finding both records within the tolerance of the “true” value given that the value of the climate parameters are true.

If we wish to find a univariate likelihood, we must marginalize (integrate) over the variable that we do not wish to consider:

\[
L_{n+1}(\Delta D_{1}, \Delta D_{2}/\lambda_{1}) = \int_{\lambda_{2}}^{\lambda_{2,\text{max}}} L_{n+1}(\Delta D_{1}, \Delta D_{2}/\lambda_{1}, \lambda_{2}) p_{n+1}(\lambda_{2}/\lambda_{1}) d\lambda_{2} \quad (3)
\]

\[
L_{n+1}(\Delta D_{1}, \Delta D_{2}/\lambda_{2}) = \int_{\lambda_{1}}^{\lambda_{1,\text{max}}} L_{n+1}(\Delta D_{1}, \Delta D_{2}/\lambda_{1}, \lambda_{2}) p_{n+1}(\lambda_{1}/\lambda_{2}) d\lambda_{1} \quad (4)
\]

We now have one-dimensional likelihoods for each of our parameters \( \lambda_{1} \) and \( \lambda_{2} \). We can conclude the Bayesian analysis by combining the likelihood with the prior for each parameter as in Equation (1) above to find the posterior for that particular realization of NV, and average over all the realizations of NV to find the single posterior at each time step as in Equation (2) above, which then becomes the prior in the next time step. A similar procedure is used if all three parameters are considered, but then two marginalizations are required at each time step instead of one.

3. One-Parameter Results

In this section we show results using our Bayesian estimation technique considering variations in only one of our three climate parameters (\( \Delta T_{2x} \), \( F_{\text{ASA}} \), \( \kappa \)). We prescribe a value for the other two parameters in the SCM, and then run the SCM for a number of choices of the parameter under consideration.

In these trials we choose a value of the climate parameter under study and treat the simulation generated therefrom as “truth”. That is, we compute PDFs via Bayesian analysis for a parameter whose true value is “known”. Since we know the value of the parameter, this allows us to check the correctness of our technique.

We choose \( i = 1, \ldots, i_{\text{max}} \) values for the climate parameter we wish to study (\( \Delta T_{2x} \), \( F_{\text{ASA}} \), \( \kappa \)), again choosing single, fixed values for the other two parameters. We run the SCM for each of the \( i_{\text{max}} \) values, thereby generating \( i_{\text{max}} \) simulated records of global-mean temperature, IHD, or ocean heat uptake. We select one of these trials, and its associated value of the climate parameter, to be the “truth”. Since the SCM contains information only of the external forcings, the simulated temperature and ocean heat-uptake records generated will not contain any natural variability, but only the response to the external radiative forcing. In this sense they can be considered “filtered”, since they contain no information on either the QPOs or the stochastic noise.

In the figures below we use our calculated PDFs to generate an ensemble of values for each climate parameter at each time step under consideration. We then plot the ensemble of values using box plots. The box spans the 90 percent confidence interval for the parameter under investigation. The dashed lines within the box indicate the 25th and 75th percentile for the values, while the solid line within the box is the median. The red horizontal lines indicate the values plus or minus 20 percent of the “true” value for each case.

For one-parameter cases studying \( \Delta T_{2x} \) (Figure 2(A)) or \( \kappa \) (Figure 2(B)), the Bayesian analysis converges to the “true” value. For each parameter we tried several different choices of “true” value and convergence was obtained similarly in each case. The case in Figure 2(A) begins in 1850, using a uniform prior for \( \Delta T_{2x} \) from 0.5°C to 5.5°C. While little learning occurred in the first 100 years of the simulations, learning occurred thereafter such that, for the trial shown in Figure 2(A), the 90 percent confidence interval converged to the “true” value by
We also varied the tolerance by which a comparison between the “true” surrogate and the simulated records with natural variability added was counted as a match and found similar results—convergence to the “true” value occurred in each case.

In Figure 2(B) we begin with a uniform prior ranging from 0.30 cm²·s⁻¹ to 0.79 cm²·s⁻¹ for the diffusivity. Similar to the results in Figure 2(A), we find learning in the late 20th century and 21st century such that the 90 percent confidence interval converged to the “true” value by 2150. As was the case for equilibrium climate sensitivity, the Bayesian estimation for diffusivity converged to the “true” value for different choices of prior, “true” value of the parameter or tolerance interval.

For cases studying the aerosol forcing F ASA, however, the Bayesian analysis does not converge to the “true” value, even with runs conducted to 2500. We show one example of this in Figure 3(A). Again, we tested the runs for other values of, and tolerance limits for, F ASA and found similar results. The problem is one of a weak signal-to-noise ratio. The RCP/ECP8.5 scenario [54] used here to force the model includes strongly increasing long-lived greenhouse-gas forcing, eventually stabilizing at a very high level. Consequently, the global-mean temperature and ocean heat uptake, which the model uses to constrain ΔT 2x and κ, respectively, continue to increase for several centuries into the future. In contrast, the aerosol forcing contained in the RCP8.5/ECP8.5 scenario does not similarly increase; instead sulfate emissions in the scenario decrease throughout the 21st century. Therefore the opportunity for learning is reduced, as the future forcing is weak.

To test our hypothesis, we conducted a trial where sulfate emissions were assumed to increase continuously, while the RCP8.5/ECP8.5 forcings were used otherwise. The results for F ASA for this trial (Figure 3(B)) show improvement. While the 90 percent CI does not collapse completely to the “true” value as in the cases for ΔT 2x and κ, it nearly does so and the confidence interval is clearly within 20 percent of the “true” value—a condition that was not satisfied in Figure 3(A). This result was verified for several different choices of “true” value and tolerance limits for comparison between simulated records, and similar behavior was found in all cases.

Figure 2. (A) 90 percent confidence intervals for ΔT 2x using Bayesian estimation technique. “True” value is 3.4°C. (B) 90 percent confidence intervals for κ using Bayesian estimation technique. “True” value is 0.63 cm²·s⁻¹.

Figure 3. As in Figure 2, but for the direct sulfur aerosol forcing using (A) the RCP8.5 aerosol emissions records or (B) a continuously increasing sulfate emissions record. “True” value is –0.12 Wm⁻².
4. Multi-Parameter Results

We have also performed trials using two, or three, of the parameters (ΔT2x, FASA, κ). Similarly to the one-dimensional results, analyses using only ΔT2x and κ converged to the “true” answer, while those involving FASA in some way did not.

To extend our analyses to multiple dimensions, we must now consider two (or three) of the model outputs. For the two-dimensional case, we select a single value for the climate parameter we are not considering, and hold that value fixed. For the other two parameters, we consider \( i = 1, \ldots, i_{\text{max}} \) values and \( j = 1, \ldots, j_{\text{max}} \) values of the second parameter. We then use the SCM to produce these \( i_{\text{max}} \times j_{\text{max}} \) simulated observations.

As before we then use SSA analysis to determine the portion of each observed record attributable to internal climate variability, and then use the ARFit package to construct \( n = 1, \ldots, n_{\text{max}} \) draws of NV with the same autoregressive properties as those of the observed. We then add each of these NV draws to each of the simulations, so the 2-D Bayesian analysis will consider \( i_{\text{max}} \times j_{\text{max}} \times n_{\text{max}} \) records total.

We then turn to our Bayesian estimation. We ask at each timestep we consider whether the value of the simulated record with NV added is within a tolerance of the value selected as “truth”. Since there are now two parameters under consideration, and each data record must be within the tolerance of its “true” simulated record to be counted as a match. This allows us to produce a two-dimensional likelihood, \( L_{\text{2D}}(\Delta T_1, \Delta T_2; \lambda_1, \lambda_2) \), the probability of finding both records within the tolerance of the “true” value given that the value of the climate parameters are true. We marginalize as described in Section 2 to reduce the two-dimensional likelihood to a single dimension and then continue by using Bayes’ theorem.

The behavior in Figures 4 and 5 is an extension of that seen for trials where only one parameter was considered. In the runs shown in Figure 4, for which a single, fixed value of FASA was chosen and Bayesian analysis performed on the climate sensitivity and oceanic diffusivity, the uncertainty ranges of both variables found through Bayesian estimation converge to the “true” value. For the case where a single, fixed value of the diffusivity was chosen and the Bayesian analysis performed on climate sensitivity and aerosol forcing (Figure 5), the aerosol forcing estimates fail to converge to the correct value. Other choices of “true” values for the climate parameters produced similar results.

We also performed trials considering all three of the climate parameters (ΔT2x, FASA, κ) simultaneously. The results of these trials were similar to those of the two-parameter trials: while values of ΔT2x and κ could be properly constrained by the Bayesian analysis, those of FASA could not.

5. Conclusions

From our preliminary results, we have found that our Bayesian estimation procedure works for ΔT2x and κ. This has been verified by using synthetic (simulated) observational records, in lieu of the observed data, in the estimation of these quantities. The Bayesian estimation converges to the known values of ΔT2x and κ used to construct the synthetic observations. This finding has been replicated for different choices of ΔT2x and κ. In contrast, our Bayesian estimation technique has not been successful in finding the value of FASA. We have shown that the problem arises from a low signal-to-noise ratio for the interhemispheric temperature difference used to constrain FASA.

For ΔT2x and κ there is a very strong signal, as the RCP8.5/ECP8.5 scenario [54] contains strongly increasing CO2 emissions into the 22nd century. This aggressive emissions scenario results in a concentration of CO2 of over 1900 ppmv in the atmosphere and therefore a strong
radiative forcing—12 Wm\(^{-2}\) at its peak. Since, by the nature of its lifetime in the atmosphere, the radiative forcing contributed by CO\(_2\) and other long-lived greenhouse gases is global in nature, the global-mean temperature and global oceanic heat uptake both increase strongly as the atmosphere and ocean warm. Given the strong, lasting global signal, the Bayesian estimation technique is able to properly learn the “true” values of \(\Delta T_{2x}\) and \(\kappa\).

In contrast, the interhemispheric temperature difference record is used to constrain the strength of F\(_{ASA}\). This is a logical choice, since sulfate aerosol particles have a short resident lifetime in the atmosphere, and in a typical year, over 90 percent of sulfate emissions have been in the Northern Hemisphere [56]. Therefore we would expect to see the cooling effects of sulfate more strongly in the Northern Hemisphere as opposed to the Southern Hemisphere, and therefore a relatively warmer Southern Hemisphere were sulfate emissions to increase.

However, the RCP8.5/ECP8.5 scenario does not feature a continuously increasing sulfate emissions record as it does for the long-lived greenhouse gases. While sulfate emissions increase from the beginning of the Industrial Revolution to 65.1 Tg S/yr in 1980, thereafter sulfate emissions decline to a final value of 12.9 Tg/yr in years 2100 and thereafter. While the greenhouse-gas forcing signal increases strongly in the 21st century under this scenario, the sulfate-emissions signal weakens during this period. Without the forcing that would drive a significant temperature difference between Northern and Southern Hemispheres, the opportunity for learning about F\(_{ASA}\) is reduced.

We tested this hypothesis by substituting an artificial, continuously increasing sulfate forcing record in place of the RCP8.5/ECP8.5 scenario. The Bayesian estimation of F\(_{ASA}\) is greatly improved using the artificial record. Hence the problem in estimating F\(_{ASA}\) is a signal-to-noise-ratio problem—the sulfate emissions are not strong enough, for long enough, to create a trend in the interhemispheric temperature difference from which the value of F\(_{ASA}\) can be constrained. It is worth noting that while the RCP8.5 scenario shows decreasing sulfate emissions in the first decade of the 21st century, rising sulfate emissions have been observed during that period [56], due largely to industrial pollution from China. If sulfate emissions were to continue to increase in the future, we would expect a more accurate performance from our technique in constraining F\(_{ASA}\).

Thus far, we have applied the Bayesian estimation technique to synthetic temperature and ocean heat-uptake records. Our next application of this technique will be to use the Bayesian estimation on the instrumental records. Our method will be similar to that outlined in Section 2 above, but instead of comparing to a model simulation chosen as a synthetic dataset we will compare to the observed records.

We may use Bayesian estimation to obtain single-parameter or multi-parameter estimates of each of the climate parameters. There will be some complications in doing so, however. We have already shown above the difficulty in estimating F\(_{ASA}\) using the Bayesian techniques. An alternate method is, rather than using Bayesian estimation to determine F\(_{ASA}\), to instead use the SCM’s optimized value of this quantity and then use Bayesian analysis to learn \(\Delta T_{2x}\) and \(\kappa\).

Using the instrumental ocean heat-uptake record creates an additional problem, as the record [8] extends only as far back as 1955. For the cases above, where one of the synthetic observations for known values of the climate parameters was chosen as “truth”, this did not present a problem, as no optimization was done at all for those cases, and a synthetic record was taken as the basis for comparison. Here, as there is no oceanic data to which to compare until 1955, we will carry forward our prescribed prior for \(\kappa\) at each time step from 1850 or 1880, depending on the start of the particular temperature dataset in use. This means that prior to 1955, the analysis
will essentially be one-parameter. Because there are fewer than 70 years of data in [8], we hypothesize that the Bayesian learning of $\kappa$ will be less than that of $\Delta T_{2x}$ for which much longer datasets are available [3-7]. Nonetheless it is important to learn the extent to which Bayesian learning can shrink the range of $\kappa$ for the period for which we do have data.

Additionally, the SCM may be used to generate future simulated observations based on the current estimations of the values of $\Delta T_{2x}$, $F_{ASA}$, and $\kappa$, which will allow us to test future leaning of the parameters’ values. Since we will have a range of values at present day, we can try running the model for different choices of these parameters to test the effect on the Bayesian estimation. Additionally, we can test the effects of a choice of different future emissions scenario on the rate of learning. It is logical to use the other three members of the RCP scenario family—the RCP2.6 [57], RCP4.5 [58], and RCP6.0 [59] scenarios. We expect that our Bayesian estimations will converge more slowly under the influence of the scenarios with smaller emissions as compared to RCP8.5.
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