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ABSTRACT

Alterations of annual temperature cycles have profound implications on how the planet responds to global climate change. In this study, a high resolution global analysis of temperature cycle shifts and their development over time is presented. We show that over the last 63 years, phase shifts in the annual near surface temperature cycle exhibit large spatiotemporal variability. The calculated phase shifts comprise earlier onsets of seasons as well as delays with similar frequencies, depending on location. From 1978 to 2010 Eastern Europe experienced an advanced annual cycle of near-surface temperature of 3.2 days while Eastern Australia shows an opposite shift towards later seasons of 3.5 days in comparison to the preceding 30-year period from 1948 to 1977. The largest phase shifts of –5.5 days toward earlier seasons over land were found in Belarus and Northwest Russia. For the first time the developments of seasonal temperature shifts were generalized for large areas by using self-organizing feature map neural networks resulting into 4 significant global trends. The temperature phase shifts are also shown to have strong correlations with the timing of shrub foliation observed at 57 phenological stations across the USA. The findings have far-reaching, yet regionally distinct consequences on agriculture, animal life cycles, plant phenology, and regional weather phenomena that change with annual temperature cycles.
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1. Introduction

Climate change is associated with momentous consequences on vital aspects of human life. Acting through diverse and complex interdependencies, greenhouse gas driven warming is predicted to have large impacts on agriculture, the frequency and intensity of droughts and extreme precipitation events, drinking water supply, species migration and conflicts over resources [1]. While an increasing atmospheric CO₂ concentration causes the average global temperature to rise, the complex manner in which the climate system transports energy causes long-term trends of temperature to differ by region and season. The strongest warming within the last century was found in continental areas of the middle and higher latitudes especially a warming of the winter periods. Other regions, including parts of the northern Atlantic, the southern oceans, and parts of Antarctica actually cooled [1-5]. In addition to warming, or changes in the temperature amplitude, changes in the phase of annual cycle of air temperature have been shown in analyses of several datasets using a variety of methods [6-11]. Stine et al. [10] found that the temperature cycle advanced by 1.7 days between 1954 and 2007 over extra-tropical land, based on an averaged yearly shifts between monthly values of local solar insolation and surface temperature. Thomson [6] discovered a coherency between the average change in phase and the logarithm of atmospheric CO₂ concentration for Central England. Both studies, however, were affected by significantly large data gaps. Also correlations between large-scale atmospheric circulation systems and the earlier onset of spring were found in several studies [9,12-14] indicating the complex interdependencies between changes in the large-scale climate system and the phase of the annual temperature cycle and associated seasons. Nevertheless, the understanding of seasonal shifts and spatial patterns of global temperature trends over time, however, has been restricted by limitations in observations and associated scaling. Mechanisms by which warming through increasing atmospheric CO₂ concentrations may cause shifts in the timing, duration, and intensity of the annual temperature cycle are not captured by current global models [10].

Several recent phenological studies also show an ear-
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Earlier onset of spring and describe strong associations of this pattern with changes in the temperature cycle [15-18]. Parmesan [19] analyzed the phenological response of 203 different species on the northern hemisphere including plants, birds, butterflies, and fish and found significant differences in the strength of response to the changed annual temperature cycles across geographic and taxonomic groups.

Changes in the timing of the annual temperature cycle and the related altered onset of spring have also been shown to impact the amount of CO₂ exchange, greenness index [18] and albedo of vegetated regions. Also an increased frequency of wildfires is associated with corresponding earlier onsets of spring in Western USA [20].

These examples underline the importance of the phase shift and its effects on complex interactions between the phase of the temperature and dependent processes in our environment, while the extensive and complex reactions of ecosystems to changes in the seasonal cycle are still far from being understood or predictable.

Hence, beyond proven effects on lifecycles of plants and animals [15,16,19], these phase shifts are an indicator for ongoing momentous changes in the climate system whether they are directly related to the global warming trend or not.

It is important to note that an earlier onset of spring associated with a threshold temperature reached earlier in the year should not be confused with the phase shift of the annual cycle. A general increase of mean annual temperature consequently leads to an extended growing season and an earlier start of spring. A phase shift, however, can be negative or positive. Hence, in contrast to this effect of a generally higher mean annual temperature, a phase shift could lead to an advanced or delayed start of the growing season. In fact, the known changes of annual temperature amplitudes are superimposed by phase shifts of the air temperature time series [10,11].

In this study we focus on the phase shifts between temperature series of different periods using a cross-spectrum analysis approach [21,22] and a combination of a self-organizing feature map (SOFM) neural network [23,24] and a subsequent k-means clustering. The used NCEP/NCAR Reanalysis 1 temperature dataset with a 2.5° × 2.5° resolution covers the last six decades and is spatially comprehensive. This high resolution enables us to also assess the phase shift over vast areas on the southern hemisphere and apply a pattern recognition algorithm on the global distribution of the phase shifts of the annual temperature cycle for the first time.

2. Data and Methods

2.1. The Reanalysis Dataset

By comparing two continuous segments of one distinct temperature time series for each point of a global grid a statistically significant calculation of the long-term shift of the annual temperature cycle was achieved. For this purpose, the time series were divided into two 30-year segments. According to WMO standard, only periods of 30 years or more are considered long enough to safely account for the effects of natural short-term variations and are therefore suitable for analyses of long-term climate effects [25,26]. The first fraction of the used series covers the period 1948 through 1977. This was considered the 30-year early reference period. The second part of the spatially apportioned series is from 1981 through 2010. Thus, both 30-year periods are separated by a three-year gap with the data of 1978 to 1980. One effect of the three-year gap is that the two sequences of the time series can be considered clearly independent from each other in terms of the persistence interval inherent to air temperature series. Secondly this separation was made according to the anomalies of the global near surface air temperature [3,5,27]. The early 1980s to 2010 are characterized by an increase of positive temperature anomalies as compared to previous decades and were chosen as the second period (Figure 1).

For the cross-spectrum analyses applied to the detrended data series of each grid point we used the global NCEP/NCAR Reanalysis 1 dataset with a 2.5° × 2.5° resolution provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA [29,30]. For the benefit of the explanatory power of derived phase shift values and trends the dataset exhibits no gaps and provides a globally complete spatial coverage.

We extracted a global dataset consisting of 10,512 time series for each grid point, containing the daily near surface air temperature values from the beginning of 1948 to the end of 2010. Due to the Nyquist frequency restrictions, a second corresponding dataset with a 6-hourly temporal resolution was used to safely exclude time series whose biggest part of the spectral variance was not caused by

![Figure 1. The annual anomalies of the global surface air temperature based on the 20th century average [28].](image)
the annual (i.e. seasonal) cycle but was associated with lower or higher frequencies. This excluded a vast part of the tropical regions where the diel variance in temperature is much higher than the variance on the annual time scale. The 1000 hPa temperature series used in this study exhibit the highest available data quality level A because the respective modeled values are highly influenced and evaluated by measured temperature values [29]. It should be noted that the availability of meteorological reference measurements available for the Arctic and Antarctica was limited. Nevertheless, the reliability of the widely used NCEP/NCAR Reanalysis 1 temperature dataset has been discussed and proven in numerous studies [29,31, 32].

2.2. The Cross-Spectrum Analyses

As a consequence of the applied cross-spectrum method, the global shifts of the annual temperature cycles presented are not adulterated by superimposed changes of the amplitudes of the temperature series over time caused by long-term temperature trends such as global warming.

In fact, the accuracy of the calculated phase shifts only depends on the precision of the relative course of the temperature rather than being affected by uncertainties of the absolute temperature values.

The Fourier cross spectrum function $P$ over all harmonics $h$ of the periodic temperature time series can be separated into its real and imaginary part, i.e. in its co-spectrum $C_0$ and quadrature spectrum $Q_U$, respectively (Equation (1)).

$$P_{xy}(h) = A_{xy}(h)e^{-j\theta_{xy}(h)} = C_0_{xy}(h) + Q_U_{xy}(h)$$

The phase shift value $\theta_{xy}$ between the time series can then be calculated with the phase spectrum function $\theta_{xy}(h)$ given through,

$$\theta_{xy}(h) = \tan^{-1}\left(\frac{Q_U(h)}{C_0(h)}\right)$$

and then transformed from radians into a time value $t$ by using

$$t = \frac{T \cdot \theta_{xy}(h)}{2\pi}$$

Here, $T$ is the period of one cycle, in our case one year.

2.3. Finding Regional Trends in Phase Shift Using SOFM Networks

To find general global trends in the phase shifts between the earliest reference period (1948-1957) and the following decades we calculated 53 consecutive shifts of the annual temperature cycle for each grid point using a moving-window analysis with one-year steps and a ten-year window width. The 10-year window was chosen to account for year-to-year variability.

In order to cluster the resulting, spatially assigned sliding-window dataset, a SOFM neural network using Gaussian distance functions was used. SOFM networks have been successfully used to find patterns in high-dimensional and large datasets [33-36].

A first SOFM network was applied to detect outliers in the 53-dimensional temporal patterns of the one-year steps and a ten-year window phase shifts.

The network consisted of 144 neurons hexagonally arranged as a 12 × 12 lattice. The application of a hexagonal layout provides a better topology preservation of the input data compared to other feature map layouts [37]. Radial basis functions were used to calculate the neighbourhood activation values. The distances between the organized neurons at the end of the adoption procedure were determined.

Since the number of neighbours for each neuron varies within the net grid, the distances of each neuron to all of its neighbour neurons was averaged instead of comparing just the sum of the neighbour distances.

If the average of Euclidian distance considering all its neighbours $D_j$ of a neuron is higher than 3 times the distance average calculated over all 144 neurons, a neuron was considered an outlier. The applied outlier detection rule is given by,

$$D_j = \frac{\sum|x - N_i|}{n} > 3\sum_j D_j$$

Here, the position of the weight vector of the respective neuron $j$ in the 53-dimensional input space is given by the vector $X$.

The vector $N$ is the corresponding position of the weight vector of a neighbour neuron $i$, $n$ gives the total number of neighbours of neuron $j$ in the self-organizing feature map lattice, and $k$ is the total number of neurons in the lattice.

Hence, to obtain a good generalization of the temporal phase shift patterns, the values assigned to those outlier neurons were excluded from further analyses because the associated temporal phase shift patterns are very different from all the other temporal patterns that were observed globally.

After excluding outliers as well as the vectors from areas that showed spectra with the highest variance attributed to sub-yearly temperature cycles, the remaining input data consisting of 461,312 phase shift values (8704 grid points × 53 temporal moving-window steps) was presented to a new SOFM with the same topology for the second SOFM clustering run. The resulting 144 SOFM neurons that represent the SOFM clusters after the training procedure where then merged into the 4 final clusters.
by using a $k$-means clustering algorithm. To summarize the global patterns, the best number of final clusters for the $k$-means procedure was determined by using the Davies-Bouldin validity Index [38-40].

3. Results and Discussion

3.1. Global Long-Term Phase Shifts

The majority (96.2%) of the local phase shifts of the annual temperature cycle between the two 30-year segments, hereafter referred to as the long-term phase shifts, occur in the range of $-10$ to $+10$ days and 81.2% are in the range of $-5$ to $+5$ days (Figure 2). This long-term phase shifts can be considered an average of the last 30 years.

Here, a positive phase shift means that the phase of the later time series (1981-2010) is delayed compared to the reference period (1948-1977), whereas a negative phase shift means that the temperature cycle of the later time series is shifted towards earlier seasons compared to the reference period. Outliers and extremely rare phase shifts that exceeded $\pm10$ days were excluded with respect to the frequency distribution of calculated long-term shifts. Areas that exhibited maxima in the variance spectrum of their respective temperature time series that were not caused by a yearly temperature cycle but attributed to fluctuations at higher frequencies were also excluded from further analyses. This applied to the majority of the tropical regions.

A map with gridded results of all cross-spectrum phase shift analyses for the two 30-year periods is given in Figure 3.

A belt along the mid latitudes of the oceans of the southern hemisphere is evident, showing positive time shifts. It is interrupted by areas of South America and Australia that exhibit negative phase shifts (earlier seasons).

Within this belt between 15° and 55° South, the oceans show a positive shift, the annual temperature cycle is delayed by 4.52 days ($\pm1.95$ days standard deviation) on average in the period from 1981 through 2010 in comparison to the earlier climate period from 1948 through 1977 (Figure 3).

Many spatial agglomerations of areas that exhibit similar long-term phase shift are evident such as the major part of the Australian inland with a phase shift of $-2.41$ ($\pm0.82$) days, as well as Tasmania with $-3.76$ ($\pm0.1$) days. By contrast, Northeast Australia exhibits a shift that is associated with a time delay of the current cycle of $+3.51$ ($\pm2.7$) days. This result is in accordance with a long-term study at 11 wine-growing sites in Australia. The study shows an advanced maturity of wine grapes, associated with an earlier onset of spring in Southeast Australia. However, a delayed maturity of 0.1 days per year was observed at a site located in Southwest Australia [41].

The direction and magnitude of the calculated long-term shift of $-1.44$ days over Northeast China (Figure 3) matches the results of a long-term study in Beijing based on a local time series [11].

Over Europe, an east-west gradient is noticeable where the highest negative shifts of $-3.16$ ($\pm2.03$) days, associated with an earlier onset of spring, were found in Eastern and Central Europe. Globally, the highest phase shifts of $-5.5$ days towards earlier seasons on land were found in regions in Belarus and Northwest Russia. The temperature in Alaska shows the highest phase shifts of its annual cycle in North America with $-4.9$ days during the last 30 years.

Over the vast area of Russia, the annual cycle of temperature is shifted by $-2.44$ ($\pm1.36$) days on average, whereas the long-term shift over Western Europe including most parts of France, Spain, Portugal, Ireland, and Great Britain is considerably smaller with $-0.8$ ($\pm0.37$) days.

A noticeable spatial variance of the shifts in the temperature cycle was also observed across the continental USA. A west-east gradient shows a maximum negative shift of $-3.04$ ($\pm1.54$) on the West Coast (Washington, Oregon, and California) followed by the areas in the Midwest $-2.25$ ($\pm1.28$), whereas the southeast USA
Figure 3. Spatial distribution of the long-term temperature phase shifts for all grid cells with a predominant annual cycle of the near-surface air temperature.

including Florida, South Carolina, and Southeastern Alabama exhibits a positive shift of 0.78 (±0.57) days during the last 30 years on average.

The oceans also show earlier as well as later phases of the annual temperature cycle depending on their locations. A clear annual cycle of the sea surface temperature, also incorporating the tropics, has been shown in previous studies [42,43].

With the exception of the Antarctic Peninsula and adjacent waters of the Weddell Sea and Ross Sea, the Antarctic continent is also affected by an advanced yearly cycle with an average temperature shift of −1.9 (±1.46) days. The effects of large ocean currents on surface temperature lead to local temperature regimes that are reflected in the spatial patterns of temperature cycle shifts. The geographic position of these areas conforms to the position of major ocean gyres.

This can be observed in the area of North Pacific gyre that is surrounded by the mainstreams of the Alaska current and the Oyashio current. Moreover, the area that is surrounded by the North Atlantic gyre created by the Gulf Stream and the Canary current, respectively is clearly visible and centered at 40° North and 50° West.

The average phase shift values on a global and continental scale are given in Table 1.

<table>
<thead>
<tr>
<th>Region</th>
<th>Average (days)</th>
<th>σ (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>−0.21</td>
<td>3.46</td>
</tr>
<tr>
<td>Land</td>
<td>−1.44</td>
<td>2.06</td>
</tr>
<tr>
<td>Ocean</td>
<td>+0.37</td>
<td>3.84</td>
</tr>
<tr>
<td>Northern Hemisphere</td>
<td>−0.88</td>
<td>2.59</td>
</tr>
<tr>
<td>Land</td>
<td>−1.40</td>
<td>2.14</td>
</tr>
<tr>
<td>Ocean</td>
<td>−0.60</td>
<td>2.85</td>
</tr>
<tr>
<td>Southern Hemisphere</td>
<td>−1.51</td>
<td>1.93</td>
</tr>
<tr>
<td>Land</td>
<td>−1.16</td>
<td>4.34</td>
</tr>
<tr>
<td>Ocean</td>
<td>+0.52</td>
<td>4.53</td>
</tr>
<tr>
<td>Africa</td>
<td>+0.32</td>
<td>2.68</td>
</tr>
<tr>
<td>Antarctica</td>
<td>−1.90</td>
<td>1.46</td>
</tr>
<tr>
<td>Asia</td>
<td>−1.17</td>
<td>1.83</td>
</tr>
<tr>
<td>Australia</td>
<td>−0.53</td>
<td>2.24</td>
</tr>
<tr>
<td>Europe</td>
<td>−2.88</td>
<td>1.93</td>
</tr>
<tr>
<td>North America</td>
<td>−2.08</td>
<td>2.01</td>
</tr>
<tr>
<td>South America</td>
<td>+0.52</td>
<td>4.53</td>
</tr>
</tbody>
</table>
This in particular affects the informative value of global and hemispheric averages. Nevertheless, with exception of Africa and South America the annual temperature cycle of the continents exhibit phase shift averages between 0.5 and almost 3 days towards earlier seasons. The spatial coverage of the continents is as given in Figure 3. Most of these large area values show high standard deviations caused by the high spatial variance evident in the results (Figure 3).

3.2. Temperature Shift Driven Changes of Phenological Events

In order to assess the effects of the temperature phase shift on phenological events and to validate the method used to calculate the phase shift values, the long-term North American First Leaf and First Bloom Lilac Phenology dataset was compared to the corresponding shifts of the temperature cycle based on the NCEP/NCAR Reanalysis 1 dataset. Starting 1956 lilac shrubs (Syringa chinensis clone and Syringa vulgaris) were planted across the USA and the dates of the first leaf were recorded annually [17,44-46]. Because the first bloom is strongly controlled by photoperiod [47] while the beginning of foliation is strongly controlled by temperature [48], the “first leaf” record was used as indicator to analyze the effect of the temperature phase shift.

The lilac “first leaf” time series have a length of 3 to 23 years with an average of 10.6 years.

A moving-window analysis (1-year steps and 1-year window width) was applied to calculate annual phase shifts from the Reanalysis 1 temperature dataset for the periods with available lilac data. Only meaningful and statistically significant correlations with a Pearson coefficient $r$ of at least $\pm 0.4$ and $p < 0.1$ are shown.

The results show that 82.5% of the phenological time series exhibits a correlation coefficient of $+0.6$ or higher with the corresponding temperature phase shift time series for the respective area (Figure 4).

The occurrence of weak correlations ($r < 0.4$) or high negative correlations indicates that parameters, other than air temperature influence the life cycle of the plants and thus the day of “first leaf”. In particular, radiation and water availability are also considered to drive foliation and influence its timing [49].

The mostly high positive correlations show that changes in the phase of the temperature cycle exert strong effects on the life cycle of plants. As the foliation of trees and shrubs is directly related to their ability to assimilate carbon, the results also imply the existence of a strong effect of the phase shifts on vegetation carbon dynamics on a global scale.

Unfortunately, long term phenological records are largely confined to North America and Europe, limiting our ability to make larger scale conclusions about the phenological impacts of seasonal shifts in temperature cycles.

Nevertheless, the North American First Leaf and First Bloom Lilac Phenology dataset represents a well-documented long-term dataset that covers various climates and growing conditions in the mid-latitudes.

For the correlation analyses of the annual temperature shift values derived from the Reanalysis 1 dataset and the annual phenological shifts of the first leaf lilac dataset,
the phenological sites were assigned to the closest grid point of the 2.5° × 2.5° Reanalysis 1 dataset as given in Table 2.

In cases where more than one site was close to the grid point and all of the points fulfilled the significance requirements for the correlation analysis with the temperature phase shift series, the station with the longest dataset was chosen.

All correlations are significant on a confidence level of 90% or higher. The p-values for the Pearson correlation factors r were tested using Student t significance tests.

The p-values, given in Table 2 for the two-tailed tests, were calculated conservatively by doubling the more significant of the respective two one-tailed p-values.

Table 2. The locations and statistical parameters for the intercomparison of shifts of the temperature cycle and associated phenological shifts. Values that are significant on a 95% level are bold.

<table>
<thead>
<tr>
<th>Location of Phenological lilac site</th>
<th>Nearest grid point</th>
<th>r</th>
<th>p</th>
<th>Length of time series (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>31.54</td>
<td>109.49</td>
<td>30.00</td>
<td>–107.50</td>
<td>0.876</td>
</tr>
<tr>
<td>32.56</td>
<td>107.34</td>
<td>30.00</td>
<td>–105.00</td>
<td>0.642</td>
</tr>
<tr>
<td>32.06</td>
<td>103.12</td>
<td>30.00</td>
<td>–102.50</td>
<td>0.855</td>
</tr>
<tr>
<td>32.58</td>
<td>102.24</td>
<td>30.00</td>
<td>–100.00</td>
<td>0.955</td>
</tr>
<tr>
<td>34.58</td>
<td>111.45</td>
<td>32.50</td>
<td>–110.00</td>
<td>0.887</td>
</tr>
<tr>
<td>34.07</td>
<td>109.56</td>
<td>32.50</td>
<td>–107.50</td>
<td>0.752</td>
</tr>
<tr>
<td>35.19</td>
<td>106.33</td>
<td>32.50</td>
<td>–105.00</td>
<td>0.670</td>
</tr>
<tr>
<td>35.24</td>
<td>104.11</td>
<td>32.50</td>
<td>–102.50</td>
<td>0.583</td>
</tr>
<tr>
<td>33.15</td>
<td>98.21</td>
<td>32.50</td>
<td>–97.50</td>
<td>0.772</td>
</tr>
<tr>
<td>33.35</td>
<td>95.54</td>
<td>32.50</td>
<td>–95.00</td>
<td>0.994</td>
</tr>
<tr>
<td>36.54</td>
<td>121.36</td>
<td>35.00</td>
<td>–120.00</td>
<td>0.962</td>
</tr>
<tr>
<td>37.37</td>
<td>119.02</td>
<td>35.00</td>
<td>–117.50</td>
<td>0.563</td>
</tr>
<tr>
<td>36.27</td>
<td>103.09</td>
<td>35.00</td>
<td>–102.50</td>
<td>0.649</td>
</tr>
<tr>
<td>36.32</td>
<td>88.85</td>
<td>35.00</td>
<td>–87.50</td>
<td>0.666</td>
</tr>
<tr>
<td>39.09</td>
<td>123.12</td>
<td>37.50</td>
<td>–122.50</td>
<td>0.487</td>
</tr>
<tr>
<td>40.09</td>
<td>122.15</td>
<td>37.50</td>
<td>–120.00</td>
<td>0.731</td>
</tr>
<tr>
<td>37.37</td>
<td>118.01</td>
<td>37.50</td>
<td>–117.50</td>
<td>0.582</td>
</tr>
<tr>
<td>39.17</td>
<td>114.51</td>
<td>37.50</td>
<td>–112.50</td>
<td>–0.520</td>
</tr>
<tr>
<td>39.03</td>
<td>108.27</td>
<td>37.50</td>
<td>–107.50</td>
<td>0.747</td>
</tr>
<tr>
<td>39.53</td>
<td>106.42</td>
<td>37.50</td>
<td>–105.00</td>
<td>0.912</td>
</tr>
<tr>
<td>39.14</td>
<td>104.45</td>
<td>37.50</td>
<td>–102.50</td>
<td>0.722</td>
</tr>
<tr>
<td>39.38</td>
<td>101.10</td>
<td>37.50</td>
<td>–100.00</td>
<td>0.415</td>
</tr>
<tr>
<td>38.82</td>
<td>90.82</td>
<td>37.50</td>
<td>–90.00</td>
<td>0.789</td>
</tr>
<tr>
<td>40.25</td>
<td>76.93</td>
<td>37.50</td>
<td>–75.00</td>
<td>0.432</td>
</tr>
<tr>
<td>40.38</td>
<td>123.54</td>
<td>40.00</td>
<td>–122.50</td>
<td>0.835</td>
</tr>
<tr>
<td>40.08</td>
<td>120.21</td>
<td>40.00</td>
<td>–120.00</td>
<td>0.519</td>
</tr>
<tr>
<td>41.35</td>
<td>109.13</td>
<td>40.00</td>
<td>–107.50</td>
<td>–0.715</td>
</tr>
<tr>
<td>41.18</td>
<td>105.38</td>
<td>40.00</td>
<td>–105.00</td>
<td>0.496</td>
</tr>
<tr>
<td>42.03</td>
<td>–93.80</td>
<td>40.00</td>
<td>–92.50</td>
<td>0.963</td>
</tr>
<tr>
<td>40.10</td>
<td>–88.23</td>
<td>40.00</td>
<td>–87.50</td>
<td>0.634</td>
</tr>
<tr>
<td>42.40</td>
<td>–86.28</td>
<td>40.00</td>
<td>–85.00</td>
<td>0.823</td>
</tr>
<tr>
<td>41.92</td>
<td>–84.02</td>
<td>40.00</td>
<td>–82.50</td>
<td>0.762</td>
</tr>
<tr>
<td>41.68</td>
<td>–78.50</td>
<td>40.00</td>
<td>–77.50</td>
<td>0.596</td>
</tr>
<tr>
<td>39.97</td>
<td>–75.63</td>
<td>40.00</td>
<td>–75.00</td>
<td>0.686</td>
</tr>
<tr>
<td>41.42</td>
<td>–73.70</td>
<td>40.00</td>
<td>–72.50</td>
<td>0.622</td>
</tr>
</tbody>
</table>
3.3. Spatiotemporal Patterns of the Temperature Phase Shifts

To examine the development of the annual temperature phase shifts over the last six decades while accounting for spatial variances, the annual phase shift was analyzed by finding spatial similarities in the temporal patterns rather than using simple geographic subdivisions like the hemispheres or continents.

The temporal courses of the phase shifts were clustered using a SOFM neural network in connection with an ensuing \( k \)-means clustering procedure.

The Davies-Bouldin index for various numbers of trend-clusters is given in Figure 5. The input values for the SOFM network clustering were not normalized before being presented to the network as the inputs of all 53 dimensions were given in the same unit as phase shift \( \theta_{xy} \) in days.

The Davies-Bouldin index reached a minimum when the 144 SOFM clusters were merged to 4 final clusters (Figure 5) indicating that the separation was best in terms of getting a high similarity within each cluster in combination with a high dissimilarity between the 4 clusters. This two-step clustering has been proven to provide a more accurate summarization of multidimensional input data than a single SOFM clustering or \( k \)-means clustering approach alone. Moreover, because the pre-clusters built by the SOFM are local averages of the raw values, the final \( k \)-means clustering is less sensitive to random variations than a direct \( k \)-means clustering of the original data [36,50]. The clustering result shows four very different temporal patterns and trends in the developments of the shifts of the yearly temperature cycles (Figures 6(a) and (b)).

Clusters 1 and 2 exhibit trends towards positive shifts whereas clusters 3 and 4 show development towards negative phase shifts (Figure 6(b)).
Figure 6. Spatial distribution and the courses of the clustered annual phase shifts using 10-year comparison periods. The gray error bars show the ±1σ standard deviations. The dashed lines show the linear trends (p < 0.01). Note the different scales of the vertical axes.
steep descent of cluster 3, however, the temperature shift in the areas assigned to cluster 4 shows a less pronounced trend in the first five decades of the analyzed period.

The averages of the spatially corresponding long-term shift shown in (Figure 3) also indicate that the phase of the temperature cycle during the recent 30 years is remarkably ahead of the temperature cycle during the early period from 1948 through 1977. The associated areas exhibit the strongest negative averaged long-term phase shift of $-3.12$ days (Table 3).

The global spatial assignments to these phase shift clusters are shown on the map in Figure 6(a). A comparison of Figures 3 and 6 shows that the assignment of areas according to their long-term shift leads to similar spatial patterns as an apportionment based on the development of the phase shifts over time. To check the statistical significance of trends of the clustered temporal courses of the phase shift, two-tailed Mann-Kendall trend tests were applied. The tests proof that all trends given in Figure 6(b) are significant on a 99% confidence level. To account for temporal changes of the course of the phase shift in the areas assigned to cluster 2 and 3, the respective linear regressions were calculated for two periods.

The distinct areas over the West Atlantic, Western China, and the Antarctic Peninsula for instance, which differ from their surrounding vicinity in terms of their long-term shift (Figure 3), are also assigned to different trend clusters than the respective neighboring areas (Figure 6(a)). In addition to short-term fluctuations, the courses of the clustered phase shift values show clear trends.

The linear trends in the areas assigned to clusters 1 and 4 are monotonically increasing or decreasing, respectively. By contrast, the linear trends of the phase shift values show a noticeable change in central and southeast Europe as well as in the Western USA (both cluster 3), beginning in the late 1980s when the trend turns from an earlier to later phase shift. Nevertheless, the phase shift shows that the temperature cycle of the most recent decade from 2001 to 2010 is still $+4.2$ ($\pm 1.6$) days ahead of the temperature cycle during the reference decade 1948-1957, averaged over the areas assigned to cluster 3.

The course of the phase shifts calculated for cluster 2 also exhibits a change in direction in the late 1970s (Figure 6(b)). The local phase shifts summarized in cluster 2 show an inflection point in the temporal course from negative to positive phase shifts. Here, the temperature cycle of the following years used to be ahead of the temperature cycle of the reference decade (1948-1957) until the late 1990s. Thereafter, the temperature cycle is delayed in comparison to the reference decade as a result of a relative phase shift of about 2 days.

The standard deviations given in the long-term shifts are attributed to the spatial variations within the clusters. The temporal patterns of the phase shift in combination with the maps given in Figures 3 and 6(a) show that the phase shift values are varying significantly over space and over time. This partially explains the discrepancy between the finding of Thomson [6] who used a long-term central England time series, and the average shift in the opposite direction in Northern Europe that was found in another study [10] using data with a lower spatial resolution and from different periods.

Areas that are only several hundred km apart can exhibit very different shift values as observed across China or Northern Europe (Figure 3).

### 4. Summary and Conclusions

The scope and detail presented in this analysis shed light on several common assumptions. Estimating long-term shifts through extrapolation from phenological data or temperature data measured over a few years only, is likely to be misleading.

Conversely, scaling down observed long-term shifts to “days per-year” also is prone to false conclusions due to the temporal variance of the shifts, which do not necessarily monotonically increase or decrease over time. Another weakness in the calculation of linear long-term

<table>
<thead>
<tr>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1948-1977 vs 1981-2010)</td>
<td>3.56 ± 2.65</td>
<td>1.83 ± 1.57</td>
<td>$-3.12 \pm 2.27$</td>
</tr>
<tr>
<td>Linear slope</td>
<td>0.9 ($R^2 = 0.85$) ($P &lt; 0.001$)</td>
<td>before: $-1.2$ ($R^2 = 0.56$) ($P &lt; 0.001$)</td>
<td>before: $-1.1$ ($R^2 = 0.81$) ($P &lt; 0.001$)</td>
</tr>
<tr>
<td>$(P &lt; 0.001)$</td>
<td>$(P &lt; 0.001)$</td>
<td>$(P &lt; 0.001)$</td>
<td>$(P = 0.001)$</td>
</tr>
</tbody>
</table>
trends from data collected over less than 30 years is that results highly depend on the chosen period as the shifts change direction over time. Also calculations of large spatial averages are prone to misleading results as phase shifts are heterogeneous on continental and multi-continental scales as shown here (Table 1). Therefore, for the assessment of large area trends in the annual phase shift an appropriate clustering of the observed shifts is required and could be reached with a combination of an SOFM and a $k$-means algorithm. Four highly significant large-area trends for the globe were found with various directions and even changing directions of the trends over time (Figure 6). This allows a classification of phase shifts of the annual temperature or temporal shifts of phenological events that were observed in many spatially and temporally constricted studies.

The highest long-term phase shifts towards earlier seasons on land from up to −5.5 days over the last 30 years were found in the areas of continental Europe in Belarus and West Russia. Considering the occurrence of such high phase shift values and the effects on the timing of the foliation, coupled climate-carbon cycle models that predict vegetation responses and feedbacks to climate change need to incorporate the effects of the temperature phase shift.

The timing of foliation and hence the ability to assimilate CO$_2$ is highly coupled with the phase shift of temperature. For all of the above reasons, integrating the high resolution spatial and temporal trends and phase shift values presented in this study is an indispensable step for state-of-the-art climate modeling.
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