Segregation through Conflict
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This paper begins by introducing the game theory to explain how an institution emerges. It then goes on to employ a conflict model, using the probability distribution introduced by Koshmanenko, to show how institutions emerge through mathematical formation. This is followed by a consideration of the authors’ development of a segregation simulation based on this conflict theory. An institution is defined as the equilibrium achieved through the segregation of conflicting groups (for example groups differing according to “race”, or language, education or income level among other factors). A simulation is made explaining how equilibrium is reached through changing probability. This simulation also shows the dynamics of an emerging new order.
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Introduction

There are several arguments showing how a social convention is established. One defines it as how the rules of a game evolve through being repeatedly played (Aoki, 2000, 2001: Chap.1). When the result of the game reaches equilibrium, an institution is thought to emerge. This study analyzes this theory and extends it to the conflict theory, which is proposed later. The authors aim to explain the emergence of social conventions through this conflict theory.

David Hume is prominent among political thinkers for his explanation of the origins of the institution (Hume, 2000). Both Hume and Adam Smith discussed the mechanism of the generation of an institution through conflict between individuals (Smith, 1976). In Hume’s theory, the institution emerges from convention. “This (establishing the institution of property) can be done after no other manner, than by a convention entered into by all the members of the society to bestow stability on the possession of those external goods, and leave everyone in the peaceable enjoyment of what he may acquire by his fortune and industry” (Hume, 2000: Book 3 Part 2 Section 2). The following convention is exactly the same: “Two men, who pull the oars of a boat, do it by an agreement or convention, though they have never given promises to each other” (ibid). Thus two conflicting people reach the convention; and, if here, there is a large boat with many oars, all members of the crew who are in conflict with each other pull them by convention. An explanation of this mechanism is given using game theory, and then the authors introduce their model to further elucidate.

Game Theory and the Emergence of Institutions

The simplest form of the game theory is the dyad one-shot game, which deals with two persons each able to make rational choices. It should be noted that one of the authors has previously argued Hobbes’ contract theory using this type of game theory (note: self reference). There are two strategies, one of which is to cooperate to make a social contract (A), whilst the other is to continue the condition of war (B). These strategies lead to the matrix of one person:

\[
\begin{pmatrix}
A & \{a \, c\} \\
B & \{b \, d\}
\end{pmatrix}
\]

The other’s matrix is supposed to be the same. In the chicken game, for instance, the two players feel a dilemma because the strategy of deceit may be attractive (b > a), but finally both of them could choose the strategy of cooperation (a > c > d), and then, they could reach agreement. That is Nash equilibrium (A, A). Nash equilibrium requires that not only should a strategy be optimal according to what one player believes the other player’s strategy is, it should be optimal based upon the first player also considering this the right strategy (Weibull, 1995). This whole process corresponds with Hobbes’ social contract theory (Hobbes, 1668).

This chapter briefly deals with repeated game theory. It also considers the population game as an extension of this game of individuals’ strategy; this is in order to explain the mechanism of institution as deriving from the endogenous rules of the game (as for the relationship between dyad-one-shot game, dyad-repeated game and population game, see Morrow, 1994, Weibull, 1995, Matsui, 1996, Young, 1998, Gintis, 2000). In Hume’s example, the game of “Two men, who pull the oars of a boat” corresponds to the repeated dyad game. The matrix is exactly the same as the above example of the dyad one-shot game. In the game of one-shot, the most reasonable preference is not easily determined. In the chicken game, Nash equilibrium
is \((A, A)\), which is above shown, but in the prisoner’s dilemma, it is \((B, B)\). In the repeated game, however, it is intuitively and logically easy to obtain. That is, Nash equilibrium \((A, A)\) is easily determined even in the prisoner’s dilemma.

This paper builds on Hume’s example by using that of a large boat with many members of crew. That is not a dyad (one to one) game, but a one to many game: this results in matrix (2).

A person should choose the best preference through predicting others’ choice, the pay-off is 1, and if not, it is 0: 

\[
\begin{bmatrix}
A \\
B \\
\end{bmatrix} \begin{bmatrix}
1-x_t \\
-x_t \\
\end{bmatrix}; t=0,1,2,\cdots
\]  

Not all players would switch simultaneously to the best strategy, but gradually switch over time for two reasons: inertia and myopia (Aoki, 2001: Chap.5). Inertia results from the costs of changing strategies, whilst myopia means that they search for strategies within limited horizons.

Consequently these time series would converge to an “institution”. According to Aoki, an institution is a self-assuming system of shared beliefs about how the game is played (Aoki, 2001: p. 185). That result would be \((1,0)\), or \((0,1)\).

There are two institutions, \(A\) or \(B\). Which institution should be chosen is contingent, but it depends on the initial condition. This characteristic is called path dependence. There is another notion, which depends on mutation or noise (see Kandori et al., 1993, Young, 1993), but this is not considered here.

### Game Theory to the Conflict Model

The evolutionary game theory can be extended to the conflict model, as it may also be adapted to the change from the coordination game to a conflict game. This idea is based upon the Koshmanenko model (Koshmanenko, 2003, 2004).

Koshmanenko develops mathematical tools suitable for the construction of conflict models with two non-annihilating adversaries. His model deals with the distribution of probabilities of two groups. This probability distribution changes its value over time.

He proposes some equations of stochastic vectors \(P\) and \(Q\), which are used in this paper, and proves that the limiting vectors are \((0,1), (1,0)\) or \((1/2, 1/2)\).

From this, the meaning of the conflict can be understood. When one rides an escalator, one stands passively or actively walks up the ascending stairs. An individual can make four choices: stand passively or walk up, on the right or the left line.

In the conflict situations, there are two attributes, one of which is changeable and the other is not. The changeable is represented as columns and the unchangeable as rows. Conflict occurs in the same row between different columns, or in the same column between different rows. In both cases, conflicting elements would change their columns, thus conflicts would diminish and then disappear.

Here this model is not thought of as an individual’s choices, but the interrelation of groups of indistinguishable members. Thus, the authors suppose that there are four groups, each of which selects one of those four choices. The game theory mentioned above depends on cooperation, but here the theory depends on conflict. The difference is that the former is determined by an individual’s choice and the latter by probability distribution.

The elements of the following matrix represent those four choices as probability. One case is that there are two rows, \((p_1, p_2)\) as the right side and \((q_1, q_2)\) as the left. There are also two columns, \(\omega_1\) as standing and \(\omega_2\) as going up.

**Case 1**

\[
\begin{bmatrix}
\omega_1 & \omega_2 \\
\end{bmatrix}
\begin{bmatrix}
p_1 & p_2 \\
q_1 & q_2 \\
\end{bmatrix}
\]

\[
p_1 + p_2 = 1 \quad q_1 + q_2 = 1
\]
People cannot change the lines, but only the behavior. It is supposed that the number of the people who are in the right line and the left are the same.

Or case 2

\[
\begin{pmatrix}
\alpha_1 & \alpha_2 \\
\text{right} & \text{left}
\end{pmatrix}
\begin{pmatrix}
p_1 & p_2 \\
q_1 & q_2
\end{pmatrix}
\]

\[
p_1 + p_2 = 1
\]

(8)

People do not change the behavior, but change the lines.

The authors consider the latter case (case 2) more realistic. In this model, people change the lines after seeing the behaviors of those people who are in the same line.

It must be emphasized that the limiting distribution of the matrix strongly depends on the initial conditions. Koshmanenko shows such phenomena in a purely mathematical way for two opponents (Koshmanenko, 2003, 2004). However in the next section they are demonstrated through a generalized simulation so that more complicated situations may be dealt with. Moreover by assuming an initial distribution, the result is obtained by purely mathematical means.

Here the meaning of conflict becomes clear. Those two groups of people who are in the same line, but have different behavior cannot remain in the same line as conflict would inevitably occur; and moving out and moving in would necessarily follow.

**Conflict Theory to Our Segregation Model**

Now the segregation model is finally proposed. Here the interrelation between groups is also supposed. Unlike Schelling’s model, the individual’s choice is not supposed. As is well known, Schelling uses a checkerboard to demonstrate how a city comprising agents of different “races”, initially highly diversified, might change into a segregated city (Schelling, 1969). The Schelling model explains how individual movements change the social order. The essence of his argument is that microscopic motions could change the macro order drastically. However, here the authors’ model analyzes the semi-macroscopic change from the beginning. Thus the change from evolutionary game theory to conflict model is paralleled by the change from the Schelling model to the segregation model.

This is also an extension of Koshmanenko’s conflict model and shares its example of non-annihilating conflict.

Suppose that we have a \(2 \times 2\) matrix.

\[
\begin{pmatrix}
p_1 & p_2 \\
q_1 & q_2
\end{pmatrix}
\]

(9)

There is conflict between \((p_1,p_2)\) and \((q_1,q_2)\). When the elements are understood to be groups of indistinguishable individuals it can be noticed that there is conflict between \(p_i \) and \(q_i \), and attraction between \(p_i \) and \(p_i \).

So the progression can be seen, from the use of the escalator model, and then the conflict model to finally reaching the segregation model.

One of the merits of our model is that it easily creates simulation; its results are shown in the next section.

The study then proceeds to the mathematical formulation. In order to simplify the explanation the formulation of the model is restricted to \(2 \times 2\).

Denote two positions using \(\alpha_1\), \(\alpha_2\) and put \(\Omega = \{\alpha_1, \alpha_2\}\), that can be occupied by each of two opponents \(A_1\) and \(A_2\).

Suppose that each of \(A_1\) and \(A_2\) has an initial probability distribution to occupy the position \(\alpha_1\), \(\alpha_2\) at time 0. The assumption is that:

\[
p_i^{(0)} + p_i^{(0)} = 1
\]

\[
q_i^{(0)} + q_i^{(0)} = 1
\]

(10)

Then, the conflict of each opponent for each position is defined as follows:

\[
p_i^{(1)} = \frac{1}{z_{i-1}} p_i^{(0)} \left(1 - q_i^{(0)}\right) + \frac{1}{z_{i+1}} q_i^{(0)} \left(1 - p_i^{(0)}\right); \ i = 1,2
\]

\[
q_i^{(1)} = \frac{1}{z_{i+1}} q_i^{(0)} \left(1 - p_i^{(0)}\right) + \frac{1}{z_{i-1}} p_i^{(0)} \left(1 - q_i^{(0)}\right); \ i = 1,2
\]

(11)

Where the normalizing coefficient is:

\[
z_i^{(0)} = 1 - p_i^{(0)} q_i^{(0)} - p_i^{(0)} q_i^{(0)}
\]

(12)

The probability distributions change in the following way:

\[
\left(\begin{array}{c}
p_1^{(0)} \\
q_1^{(0)}
\end{array}\right) \rightarrow \left(\begin{array}{c}
p_1^{(1)} \\
q_1^{(1)}
\end{array}\right)
\]

In the same way, the elements of the probability distribution after \(k-th\) conflict can be defined as follows:

\[
p_i^{(k)} = \frac{1}{z_{i-1} \cdots z_{i-k}} p_i^{(k-1)} \left(1 - q_i^{(k-1)}\right) + \frac{1}{z_{i+1} \cdots z_{i-k}} q_i^{(k-1)} \left(1 - p_i^{(k-1)}\right); \ i = 1,2
\]

(14)

where the normalizing coefficient is:

\[
z_i^{(k)} = 1 - p_i^{(k-1)} q_i^{(k-1)} - p_i^{(k-1)} q_i^{(k-1)}
\]

(15)

The probability distributions change in the following manner:

\[
\left(\begin{array}{c}
p_1^{(k)} \\
q_1^{(k)}
\end{array}\right) \rightarrow \left(\begin{array}{c}
p_1^{(k+1)} \\
q_1^{(k+1)}
\end{array}\right)
\]

(16)

This \(2 \times 2\) matrix can be extended to \(m \times n\). One of the authors has already formulated the general situation of conflict between multi-opponents (Khan & Takahashi, 2006).

**Results and Discussion**

The simulation graph below is drawn from the following matrices:

\[
\begin{pmatrix}
0.45 & 0.55 \\
0.55 & 0.45
\end{pmatrix}
\]

(17)

The converging matrix is:

\[
\begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}
\]

(18)

**Figure 1** shows the change in the probability distribution after each conflict interaction. After six conflict interaction it reached to equilibrium distribution (0 and 1).

Firstly, this model explains Hume’s convention theory. It
effectively demonstrates how the convergence would occur visually.

The conclusion is that the matrix reaches the equilibrium whereby 100% of the members of a society would agree a system of actions spontaneously:

“...and justice establishes itself by a kind of convention or agreement; that is, by a sense of interest, supposed to be common to all, and where every single act is performed in expectation that others are to perform the like. Without such a convention, no one would ever have dreamed, that there was such a virtue as justice, or have been induced to conform his actions to it” (Hume, 2000: 3.2.2).

Therefore, certain cooperation between members could be possible, but only informally and with some conditions. He posits that: “...and this motive (a regard to interest), on the first formation of society, is sufficiently strong and forcible. But when society has become numerous, and has encreased to a tribe or nation, this interest is more remote; nor do men so readily perceive, that disorder and confusion follow upon every breach of these rules, as in a more narrow and contracted society” (ibid.). Small society is the first condition for making informal cooperation possible.

“And so far am I from thinking with some philosophers that men are utterly incapable of society without government, that I assert the first rudiments of government to arise from quarrels, not among men of the same society, but among those of different societies” (ibid. 3.2.8.). Being without an outside enemy is, therefore, the second condition for maintaining informal society. However, usually our society has enemies outside itself. That should be a necessary condition for making formal government. Hume’s convention could be established with these qualifications and this model explains it effectively.

Secondly, this model also explains the actual phenomena of the segregation. There have been some modifications of the Schelling model and some alternatives considered (ex. Bruch & Mare, 2005). Previously, segregation between white and black in America was investigated. This segregation comprised two attributes, one of which (residency) is changeable and the other (“race”) is not. The authors represent that changeable as a column and unchangeable as a row. Conflict occurs in the same column between different rows. In this case, conflicting elements would change their column, consequently conflicts would diminish and then disappear.

Recently, however, the segregation between those two “races” has been said to be in decline for several decades. Instead language, education and immigration status (Hispanic & Asian) are factors increasingly leading to segregation, especially segregation between income levels (Massey & Denton, 1987, Miller & Quigley, 1990, Bayer et al., 2002). People can see many “islands” in a city, which consist of only the rich or the poor. The phenomenon of the “Gated Community” has become widespread in suburban areas illustrating exactly 100% segregation. According to Hume 100% agreement within a small group without outside enemies would easily occur, as explained with the segregation model.

In the population game and Koshmanenko’s conflict model, the matrix reaches equilibrium; but the process of how it arrives at the results is unknown. What is certain is that it anyhow reaches equilibrium in the population game, and it can also be proved by Koshmanenko that it does so. This model can generalize Koshmanenko’s model and explain the process of arriving at the equilibrium.

**Conclusion**

The main strong point of this study is that its modeling allows for an explanation of how segregation emerges, how people arrive at a convention and how an institution is established. An institution can be defined as the equilibrium reached through the interaction of conflicting groups. Here it is applied to conflict between “races” but can be extended to the analysis of other factors, for example, language, education level and the difference of income among others.
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